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Convolutional Neural Networks

NeupwVvika AlkTtua kKol BaBua MaBnon



Convolutional Neural Network
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FEATURE LEARNING CLASSIFICATION

Understanding of Convolutional Neural Network (CNN) — Deep Learning, Prabhu in Towards Data Science



https://medium.com/@RaghavPrabhu/understanding-of-convolutional-neural-network-cnn-deep-learning-99760835f148

Convolutional Neural Network

Convolution Layer
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Convolutional Neural Network

Onote, av otnv eicobo Tov Convolution Layer £xw tévoopec Siaotaonc Wiz H, z D, anaiteital 0 oplopdc 4 UNEPNApapE TPWN:

1. 10 mMAf8og Twv @idrpwy (K)
2. 10 péyedog Twv PiAtpwy (F)
3. 1o stride (S)

4. 1o padding (P)
Itnv ££050 Tou Convolution Layer 8a napw tévooped peytdoue Wax Hox D, 6nou:
, (W, - Fs2eP)

1. W = —————

:
2 Hy = H 220
3Dy = K

+ 1
+1

s



Convolutional Neural Network

RelLU: Rectified Linear Unit for a non-linear operation

f(x) = max(0,x).



Convolutional Neural Network

Pooling Layer

Single depth slice

e Max Pooling 4
. X ] 1 il max pool with 2x2 filters
e Average Pooling 5016 7| 8| andstide?2
e Sum Pooling 3 | 2 NG
1(2]|3]|4




Convolutional Neural Network

Fully Connected Layer
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CNN Architectures: LeNet

Lel\{et -5

)
£

e
./
avg pool avg pool ¢ O
.) x ! f— ,: Ax 5 =2
s = sm2
32x32 x1 28x28x6 14x14x6G 10x10x16 Hx5x16

W x H — 32 x 32 (Width x Height)
[W_F;'—"‘+Zl’) + 1 => (W}+ |l =>27+1=>28

F(w x h) — 5 x 5 (Filter)

(H—Fh+ ZPJ + ] => (32—5+()

— 2 — 8
i i )+I =>27 + 1 =>28

S — 1 (Stride)

Output Volume = 28 x 28

P — 0 (Pooling)

LaCun et al, 1998 Gradient-based learning applied to documsent recognitson) Andrew N8



CNN Architectures: AlexNet

e Activation function
o ReLU (oxt Sigmoid  Tanh) AlexNet

m  5xTaxvtnta,

m (0la akpiBela

11x11

MAX-POOL MAX-POOL
—
l:-c 3 dx3
same s=2

L OverFitting 55%55 x 96 27X 27 X906 x27 X254 13x13 x256
o Dropout il Ll ' :
m  AutAaclacpog MAX-POOL. e (M) Ee
Xpovou ekmaidevong — - /,( /{_f ST _:E\ |
2 - o | Softmax
° nsplooé_rspa 6860“éva Kal_ 13x13 x384 13x13 x384 13x 13 X206 4».3:.?.’"9. 09216 } )

HEYAAVTEPO HOVTEAO
o 7 hidden layers, 650K units
Kat 60M parameters.

Krizhevsky ot al . 2012 ImageNet classification with deep convolutional neural networks] Andrew Ng



CNN Architectures: Inception (GooglLeNet)

C. Szegedy et al., "Going deeper with convolutions." 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, 2015, pp. 1-9,
doi: 10.1109/CVPR.2015.7298594.

4 &
a
1 1 i1dg84 1.
- Aiadoyxika aAAa kat mapdAAnAa CNN I B g 1 pa 08 ”illwﬂmm“’
Mg 0y  gadgad il wa we
(error rate 6.7%) ﬂl{lﬂﬂ{ll”ﬂ”ﬂl”ﬂgg BEd BN Bias
B4 B4 E4N
EEE
- [loAAamAoi uprveg dLaPopETIKWY . ot
onvoliution
peyebwyv e@appoovtal oto idLo Pooling

eninedo pye oKOTO TN avixveuvon Other

OUYKEKPLUEVWY XAPAKTNPLOTIKWV
TepLoOXNGS
¢ Meyahol uprveg — KABOALKA XapaKTNPLOTLKA TIOL KATAVEUOVTAL O€ HEYAAN TIEPLOXN TNC ELKOVAG,

€ Mkpol Tuprveg — avixveuon CUYKEKPLUEVWY XAPAKTNPLOTIKWY TIEPLOXNC TIOV KATAVEUOVTAL OF

OAOKANPO TO MAAiCLO ELKOVAC.


https://arxiv.org/abs/1409.4842

CNN Architectures: Inception (GooglLeNet)

Movada Inception :

Filter
concatenation

Kataypagel poe€exovta XapakTnpLoTika o—
(salient features) oe dlapopeTikd mineda.

3x3 convolutions 5x5 convolutions 1x1 convolutions

1x1 convolutions [} 4 ¥

- 4 mapdAAnAeg AeLToupyieg
‘ 1X1 conv |ayer’ USi.wGr] Bdeouq 5\1\\ 1x1 convolutions 1x1 convolutions 3x3 max pooling
4 3x3 conv layer, Katavepnueva xapaktnpLloTika T
(distributed features)
€ 5x5 conv layer, 'evikd xapakTnpLOTLIKA
(g|0b8| features) Inception Module (source: original paper)
4 max pooling, XaunAoL eTunedou XapaKkTNPLOTIKA
(low level features)

Previous layer

-  ®iATpo ocuvevwong
TLY. €AV Ol ELKOVEC OTO OUVOAO SEOOPEVWV €XOUV TIOAAA KABOALKA XAPAKTNPLOTIKA KAl EAAXLoTa
XAPAKTNPLOTIKA XapunAou etumnedov, ToTe To ekmtatdevpevo SikTuo Inception Ba €xel TIOAL PIKpA Bapn Tov
avTLoTOLXOULV oToV Tuprva 3x3 o€ cUYKPLON JE Tov Tupnva 5x5.



CNN Architectures : VGG

Simonyan, K. and Zisserman, A. (2015) Very Deep Convolutional Networks for Large-Scale Image Recognition. 3rd International Conference on
Learning Representations (ICLR2015).

13 ouveAlKTIKA Kal 3 MANPwC cuvdedepeva emnineda, Rel U,

PIATPa PIKPOTEPOUL peYEBOULG (2 x 2 Kal 3 x 3) amo 1o AlexNet,
138M napapetpoug, SO0OMB.

Avedel€av tn onuacia Tov BABoLG TOL SIKTVOL WG CNUAVTIKNC TAPAPETPOL YLa TNV ATIOTEAECUATLKOTNTA TOU.

- Meiwon Tou aptBpoL Twv apapeTpwy ota enineda CONV
- BeATiwon Tou xpovou ekmnaidevong

- XYxebiaoav emniong Babvtepeg nmapaiiayeg, VGG-16, VGG-19.

image

pool 1

probabilities

convii
convi?2
conv2 1
conv2 2
pool 2
conv3 1
conv3d 2
conv3 3
pool 3
convd 1
conv4 2
conv4d 3
pool 4
convs5 1
convs5 2
conv5 3
pool 5
fc 6
fc 7
fc 8



https://arxiv.org/abs/1409.1556

CNN Architectures : VGG-16

H 16€a miow amo tnv vmapén nupnvwy otabepoL peyeBOLC ival OTL OAOL OL conv TIVPNVEG PETABANTOL
HEYEBOULG ToL XpnotuototovvTal oto Alexnet (11x11, 5x5, 3x3) ymopouLv va avanapayxbouv
XpnotpomolwvTag TMoAAANAOLG TUpnveS 3x3 wg doPLKA oTOoLXELa.

LY. Eotw emninedo €10060v peyeboug 5x5x1

MNepintwon 1: 1o conv eninedo: evag nupnvag 5x5 kat Brua T —'E€060¢: XApTNG XAPAKTNPLOTIKWY 1x1
MARBo¢ petaBAnTwy 5x5x1=25 ((M*n+1)*k, k: TARB0OC TILPAVWYV)

MNepintwon 2: 1o conv eninedo: 6vo mupnveg 3x3 kat Brpa T —'E€000G: XApTNG XAPAKTNPLOTIKWY 1x1.

MAN6o¢ petaBAntwy 3x3x2=18 — Meiwon 28%

AvTtiotolxa av avti yia xpnon rupnvwy 7x7 (11x11) epappodcoupe 3 (5) 3x3 nuprveg — Peiwon aptbpol
ekmatdevopevwy PetapAntwy Katd 44,9% (62,8%)

* TaxvTtepn ekpaonon * Artopuyn overfitting



34-layer residual

CNN Architectures: ResNet (MSRA)

Kaiming He, Xiangyu Zhang, Shaoqging Ren, Jian Sun Deep Residual Learning for Image Recognition, CVPR 2015

fc 3000

RS ATTAn e

Resnetl8
¢ 152 emnineda, 11M napduetpol, upnveg, 3x3 (6rwg to VGGNet), 2 pooling emineda

303 coow, 128
3x3 cow, 512

323 conw, 256, 12

TUvdeon tautotntag (Identity connection) ava dvo erunedwv CONV, diaotaon €1oodov 1dLa pe tng
e€odov

T Uvdeon TtpoRoAng (Projection connection) OTIOL 0L SLaCTACELG EL0OOOL dLaepouy e TNG e€0dou.

YTtapxouv TOANEG EKOOOELG APXLTEKTOVIKWY ResNetXX omou 1o «XX» urmodnAwvel Tov aplBud twy etunedwv (ResNet50, ResNet101)


https://arxiv.org/abs/1512.03385

Transfer Learning ywa Deep Learning
OpLopog

Me bebopevn pia epyacia Transfer Learning mouv opietat anod (Dg Tg , Dy, Ty fr()),
n "MeTagopd pabnong» OTOXELEL OTNn WABNON TNG PN YPAPMPLKNG ouvdaptnong fr mou

avtikatonTpilel eva Babu vevpwviKo dikTuo.

[ Target |
Source labels labels
N A=
L |/ model \ model \
Source data ——
_ E.g.ImageNet £ PASCAL

Tan C., Sun F., Kong T., Zhang W., Yang C., Liu C. (2018) A Survey on Deep Transfer Learning. Artificial Neural Networks and Machine Learning - ICANN 2018



https://arxiv.org/abs/1808.01974

> TpatTnylkeg Deep Transfer Learning

> [1POEKTIALIEUNEVA HOVTIEAX YLO EEAYWYN XAPAKTNPLOTIKWY

Off-the-shelf Pre-trained Models as fixed Feature Extractors

- AKPLBNAGC TPOOTCPNOYN TTPOEKTIALOEUNEVWY NOVTEAWY

Fine Tuning Off-the-shelf Pre-trained Models



[MTOOEKTIAOEUPEVD HOVTEAD VIO EEQYWYN XK PAKTNPLOTLKWY

- H &€odo¢ peta amnod karmolo emninedo evog dIKTLOL BabLag padnong, mov
eknaldevuTnke oe dlapopeTikn epyacia (T # T;), XpnolPomoLeiTal wg
YEVIKEUPEVOG AVIXVELTIG XAPAKTNPLOTIKWV.

- Ekmaidevon veou povtelou (.. SVM) e yeTapopd avtwy Twy
XAPAKTNPLOTIKWV.

Sralow dassfer (e g SWM

e - - F
i1 fc1

conv2 TRANSFER comv2

convl convi
i '

features



AKPLBAC TTPOCHPUOYN TIPOEKTIALOEUUEVWY HOVIEAWY

Agv avtikadloTolpe anmAwe 1o TEALKO emninedo (yia tagvounon /
naAlvdpopnon), aAAd emavekmaltdeVoVE ETAEKTIKA OpLOPEVA AT Ta
Tiponyouvpeva emineda.

Deep neural
networks learn
hierarchical feature
representations

YEVIKA XAPAKTNPLOTIKA OULYKEKPLUEVA XAPAKTNPLOTIKA



[ToOKTLKEC CUMPBOUAEC

- [leploplopoi amo MPOKATACKELVACUEVA HOVTEAQ.

¢ Hypnon &vog nmpokaBoplopevou dikTuou, evdexeTaAl va eival OECUEVTIKN WG TPOG TNV
APXLTEKTOVLKN TIOVL UTIOPELTE VA XPNOLUOTIOLNOETE Yl TO VEO GUVOAO OEOOUEVWV.

e TLY. Oev pnopeite va apatpeoete avbaipeta Conv emnineda anod To MPOKABOPLOPEVO
dikTuvo.

4 >uvnBwg XpnoLUOTIOLOVHE PLKPOTEPO learning rate yia ta pubpiopeva Bapn ConvNet, oe
olLykplon Pe ta (Tuxaia apylkomolnyeva) Bapn mouv Ba XpnoLUoTIoLOVCALE YLId TO VEO
YPAUULKO Taglvountr) mou uttoAoyilel Ta Bdpn taglvopnong Tou VEOL CLUVOAOUL SESOPEVWV
Hag.

e AuTO oupBaivel emeLdN TEpLUEVOLUE OTL Ta puBuLopeva Bapn ConvNet eivat oxeTika
KaAQ, eMOpEVWG Oev BEAOLUE va TA TIAPAPOPPWOOLHE TIOAL ypryopa Kat Tapda ToA.



ImageNet Large Scale Visual Recognition Challenge (ILSVRC)

e ILSVRC: e1rjolo¢ dtaywviopog TIov XPNOLUOTIOLEL LTTOGUVOAQ ATtO TO GUVOAO
dedopevwy ImageNet yia avantu€n kat cuykpLtikn afloAoynon alyopiBuwy
TeAevTaiag texvoloyiag.

e ImageNet: TOAU peydAn cuAAoyr) xapaktnplopevwy (Amazon Mechanical Turk
Worker) @pwTtoypagLlwy yla tTnv avantu€n alyopibuwy 0pacns UTIOAOYLOTH).

e Ol epyaoieg Tov ILSVRC 06rynoav o€ GNUAVTLIKEG APXLTEKTOVIKEG HOVTEAWYV Kal
TEXVIKEG oLVOEONG TNC OPACNG LTOAOYLOTA Kat TNG Badlag paenong

Image classification Single-object localization Object detection

§:: 5,, g:
. i-‘; g o 8 04
. § 802 & o2
3 o1 3 z
s 00D ¢
2010 01 2012 2013 2014 O w 2003 2004 ° 2014

10 20011 2012 2013 20 2012 20 bl 2013 X
ILSVRC year ILSVRC year ILSVRC year



Katnyoplec

Image classification
MPOBAEWYN TWV KATNYOPLWY TWV AVTLIKELPEVWYV TIOL UTTANYOLV 0TNV ELKOVA

Single-object localization
Image classification + oxedlaopog bounding box

Object detection
Image classification + oxebdlaopog bounding box yuopw amnd kabe avtikeipevo.

Object Segmentation _
Avixveuon OAwWV TwV AVTIKELPHEVWY TNG €lKovag oe pixel level : L g uilding

v

B

v,

v o >

tree




Elocaywylkeg Evvolec Avixveuonc AVTIKELUEVWY

1. MEeTpLkr TNG OpOLOTNTAG HETAEU SUO AVTILKELHEVWY

Y KOTIOG : OLYKpPLON Kal a§LoAOYNON OPOLOTNTAG AVTLKEIPEVWV
(TLX. Avixveupévo avTtikeipevo ge 1o aknBwvo avtikeipevo (ground truth))

Evupewg xpnotgotmolovpevo peyebog: Intersection over Union - loU

To loU opidetal wg To epBadov TnG Toung Twyv dUo MAaLGiwy PO To eYBAdOV NG EVWONG TOUG.



2. MAaitolo OpLoBetnonc (Bounding Box)

e (¢ MAaiolo oploBeTNONC EVOC AVTLKELPEVOU OE
pia elkova opietal To PLKPOTEPO duvato
0pOOYWVLO TUNHA TNG ELKOVAG OTO ECWTEPLKO
TOU oTolov BpiokeTal OAOKANPO TO
QVTLKELpEVO.

e [La TNV mEepLypayn evog Aatciov oploBeTNONGg

elval anapaitnTeg 4 TIPEG. TLY.
O Ol OUVTETAYHEVEG TNG KATW APLOTEPNC KAl TNG MAvW
deflag ywviag tou
O Ol CUVTETAYHEVEG TNG TTAVW APLOTEPNG ywviag, To
TIAATOG W Kal To bYoq h Tou MAatciov
O Ol OUVTETAYHUEVEG TOL KEVTPOUL TOU TAALOLOUV, TO
TIAATOG TOU W Kal TO YOG Tou h




3. MepLoxn Evdladepovtocg (Region of Interest - ROI)

OpileTal pia opBoywvia mepLOXr TNS £LKOVAC £L00OOUL N oTtoia BewpnTLKA €ival
Teavo va TMEPLEXEL EvA AVTIKELPEVO.

Ol IEPLOXEG AUTEC UTIOPOLV VA UTIOAOYLOTOUV:

® € Xpron Kamolov eEWTEPLKOL akyopibuou onwce to Selective Search r} To Edge Box
detection

e e xpnon evog Atktoou lMpotdaocewv Meploxwv (Region Proposal Network - RPN).



https://www.researchgate.net/publication/262270555_Selective_Search_for_Object_Recognition
https://pdollar.github.io/files/papers/ZitnickDollarECCV14edgeBoxes.pdf
https://arxiv.org/pdf/1506.01497.pdf;

Region-Based CNN: TtepLoxr) evOLODEOOVTOG
(Rol)

Region Proposals: Selective Search

Bottom-up segmentation, merging regions at multiple scales

Convert
regions
to boxes

Urjlings et al, “Selective Search for Object Recognition” LJCV 2013



4. KataotoA un peylotwy (Non-Maximum Suppression)

Before non-max suppress After non-max suppression

MpoBAnua: urap&n MOAAWY TIPORBAEYEWV PE PLKPEG DLAPOPES
Ol OTIOLEC AVTLOTOLXOUV OTO idL0 aVTLIKEIPEVO.

Abon: KataotoAn pn peyiotwy (Non-Maximum Supression - NMS)

e AmnAnotog (greedy) akyoplBpog Tov cuyXwvelel avtd ta aAAnAoeTmikaAutitopeva haiola
oploBeTNONG:

o Ta&wopel OAa ta mAaiola oploBeTNONG 0 ALEOVOA CELPA WCE TIPOC TNV TILBAVOTNTA TOUG va
AvVTLOTOLXOUV O€ KATIOLO AVTLKELYEVO.

o EmA€yel To MAaiolo oploBeTNONG PE TN HEYAALTEPN TILOAVOTNTA KL, CUYKPIVOVTAG TO PE
KaBe eva ano ta Bounding Box pe pltkpotepn TBavoTnTa, anoppinteL 00a €XOLV ETILKAALYN
loU plkpOTEPN ATO pia TPOKABOPLOPEVN TLUN.

(H TR autn anoteAel pia ano Tig UTIEPTIAPAPETPOUG TOU CUOTAKHATOG) Kal emavalapBdvel Ta BApata 0oeg Yopeg eival
anapaitnTo.



Object Detection: amAr tpoosyyion pue CNN

1. Xwpi¢oupe TNV €LKOVA O€ TIEPLOXEC KAL TPOPOOOTOLHE TNV KABE TIEPLOYXN WG EEXWPLOTA
glkova oto CNN to omoio t1¢ tagivopei og dapopeg TALELG.

2. AoV xwpilooupe KABE TepLoxN OTNV QvTioTolxn KAAoH, UTIOPOUE VA CLUVOUACOUHE OAEQ
AUTEG TIC TIEPLOXEG YLA VA TIAPOVHE TNV APXLKI ELKOVA PE TA AVTIKELPEVA TIOV
gvtoriotnkav.

(-) : Ta avtikeipeva pmopei va €xouv dLla@opeTikd aspect ratios, XwpPIKES BEOELS Kal va
£XOULV UTIOCTEL OLAPOPOLG PHETATGKNUATLONOUG

(<) : XpetaZetal moAL peydAog aplBuog TEPLOXWY, HEYAAN UTTIOAOYLOTLKI LOXUG

Avon: Region-based CNN



MooRANua: Avixveuonc AVTIKELUEVWY

20vBeon 6VO OLAPOPETIKWY TIPOBANUATWV:

e cva npoBAnpa tagvounong Kat
e &va PoBAnpa maAvdpopnong, yvwoto Kat wg bounding box regression.

Me dedopevn pia elkova €L60d0v, TIpETEL va TIPORAEPOEL N ToToBEGLA KAl N
EKTAON TWV QVTLKELPHEVWY TNG ELKOVAC TIOU AVIKOLV OE €vA GUVOAO
TIPOKABOPLOPEVWY KAACEWY, Kal va arnodobei n cwotn KAAon 0To KAbe

QVTLKEIPEVWV.

e H TOomMOBEGiA TWV AVTLIKELPEVWY OLVNBWGE EKPPAZETAL WG TO EAAXLOTO
Aaiolo oploBeTNONG IOV TIEPLKAELEL €€ OAOKANPOL TO AVTLKEIUEVO.



Katnyopleg HOVTEAWY QVIXVEUONC QVTLKELMEVWY

Xwpidovtal og Vo KaTNyopiec wg mpog tTn dopn TougG:

e Ta povteAa evog otadiou (one-step models) xpnotpotmolouy :

o ¢va feed forward CNN yiLa va mpoodlopicouv tnv Tomobeoia Twv QVTIKELHEVWY
evolapepovTog.

m amAoLOoTEPA Kal TaxLTEPQA, Aol dev APEXOLV region proposals

m N amodoon TOUG €ival HELWPEVN, KUPLWG OTav anatteital Kat Katdatunon
TNG €LKOVAC

1.X. YOLO, Multibox, AttentionNet, G-CNN



Katnyopleg HOVTEAWY GVIXVEUON OVTLKELPEVWY

Ta povteha dvo otadiwv (two-step models 1y region-based models),
XPNOLHOTIOLOVV

1.'Evav akyoptBpo (. .Selective Search) f eva povtelo (1.X. region-based CNN) ttou
dexeTal wg €i0odo TNV €lKOVA Kal TPOTEIVEL OLAPOPETIKEG TILOAVEG TIEPLOXES
evoLaPEPOVTOQ

2. Evav feature extractor 1.x. CNN woTe va UTIOAOYLOTEL 0 XAPTNG XAPAKTNPLOTIKWY
KAB€ TepLOXNG EVOLAPEPOVTOC O OTIOL0G diveTal o eva TANPWGE CLVOEDEPEVO
uTtevOLVO yla Tnv Tagvounon.

T.X. R-CNN, Fast R-CNN, FPN, Faster R-CNN
- £XOLV ApPKETEC dLapopeg alAa repimou Kouvr) dopr)



Region-Based Convolutional Neural Network: R-CNN

1.

1. Input
image

E, : warped region ﬂ{ acroplane? no
i — :
I~ ! ) N7 :
e <= — AN e pp—
] += %<£7<['t] = . ‘{f;’b[l""“". VCS.
P _ CNNN :
[ 4'{l\mnn:mr" no. |
2. Extract region 3. Compute 4. Classify
proposals (~2k) CNN features regions

R-CNN Rich feature hierarchies for accurate object detection and semantic segmentation Tech

report (v5) Ross Girshick Jeff Donahue Trevor Darrell Jitendra Malik UC Berkeley

Xpnotlpotolei Tov aAyopLBuo Selective Search kat mapayet 2000 potacelg

TIEPLOXWYV AvA ELKOVA.

H kaBe mepLoxn, HETA Ao TIPOcaApHOoyr Tou peyeBoug TNG, divetal wg €i6odo¢
o€ eva npoekmnatdevpevo CNN

H €€o60o¢ amno to ConvNet gival eva dtavuopa 4096 XapaKTNPLOTIKWY

Ekmatdevouvpe To TEAELTALO ETITTESO TOV SIKTVOUL TNE KABE MEPLOXNG EVa
TalvounTn pYe BAon Tov aplbpo Twy KATNYOPLWYV TIOL TIPETIEL VA EVTOTILOTOLV


https://arxiv.org/pdf/1311.2524.pdf
https://arxiv.org/pdf/1311.2524.pdf
https://arxiv.org/pdf/1311.2524.pdf

Region-Based Convolutional Neural Network: R-CNN

9. AQOoU ATOKTOOUKE TLG TIEPLOXEG,
ekmatdbebouvpe €va bvadikdo SVM avd meploxn T II Biatieg ] sG]
yla va TagLlvounoouvye avtikeipeva Kalt oy | peerey
(POVTO.

Conv
Conv Net

6. TEAOG, eKTIALOEVOVE EVA HOVTEAOD
YPAUMLKNG TIAALvOpOUNoNG yla tn dnuiovpyia
avotnpotepwy bounding boxes yla kabe
AvVAYVWPLOPEVO AVTIKELPEVO OTNV ELKOVA.

R-CNN Rich feature hierarchies for accurate object detection and semantic segmentation Tech report (v5)
Ross Girshick Jeff Donahue Trevor Darrell Jitendra Malik UC Berkeley



https://arxiv.org/pdf/1311.2524.pdf
https://arxiv.org/pdf/1311.2524.pdf

Region-Based Convolutional Neural Network: R-CNN

- Classification
=

Resuzed patches —
=
1]

’ CNN
ﬁ ROIs X%
Reglon proposal fUﬂCthh

SVM Bounding box

refinement layer

Melovektipata

- 012000 poTAcELG TIEPLOXWYV avA ELKOVA — TIOAD HEYAAO XPOVO eKTtaidevong

- 0 xpovog Tou testing eival anmayopeuvTIKA HEYAAOC — U XPNON TOL HOVTEAOUL yLa
EPAPHPOYEG TIPAYHATLKOU XPOVOU.

- TpokaBoplopevn cupTiepLpopa Tov alyopibuov Selective Search — n avayvwption 6¢
BeATIWVETAL HEOW EKTIALOELONG.



Region-Based Convolutional Neural Net

P Classification
—

CNN

ROIs :
Region proposal function E

Bounding box
refinement layer

- N detection classes
Feature length = 4096 for cach

region proposal

No. of weights in
cach SVM = 4096

2000 region
proposals
from cach

image [ ]

Phu (P B3 PLPY)
Cm(0s,8,,GiiCh)

Q)]

= (Gz — P;)/P.
ty, =(Gy — Py)/Pn
tw = 10g(Gw/Puw)
ty, = log(Ghn/Pr).

2)

G, = Pud.(P) + P,
G, = Pydy(P) + P,
G = Py exp(d,(P))
(}',, = Py exp(d,(P)).

(3)

[d.(P) = wigy(P)

| f \ w,

N

;u‘gminztl'_ - W (P')? + AW, 12

4)

work: R-CNN

Bounding Box (x,y,w,h)

Learn a target transformation
P: Predicted
G: Target

Learn ground-truth transformations

e Scale-invariant translation of the center
of P(xy)

e Specify log space transformations of the
width w and height h.

Learn predicted transformation d(P)
e G : corrected predicted box calculated
e d,(P) =w,Td5(P)

w,. learnable model parameters.
is learnt by optimizing the
regularized least-squares
objective function

®5: is dependent on the actual
image features.

O ahyoplOgog  pabaivel amd  €va
TipoBAendpevo TAaioto P pévo av Bpioketat

Kovtd o€ TouAdxlotov €va TAaioclo
groundtruth.

Kabe TipoBAeTOEVO mAaiolo P
avtiotolkidetat oto groundtruth  Tou

emAéyovtag To TAaiolo groundtruth pe To
omoio €xel peylotn emkalvyn (Umod TNV

polTo6Beon OTL £Xel eTukAAvwn loU> 0,5).



Region-Based CNN: Fast R-CNN

Classification

ROIs

Bounding box

Feature Extracior Object Classcabon refinement layer
- BeATIWVEL ONPAVTLKA TNV TAXVTNTA TOU HovTEAOL aAAadovTag anmAwg Tn OELPA TWV ETUTEOWV

TOU.
- Avtiva divetal wg €icodo¢ oto CNN kabe pia amo Tig neploxeg evolapepovtog, To CNN e€ayetl
TA XOPAKTNPLOTIKA OAOKANPNG TNG ELKOVAG OE HOP@I XAPTN XAPAKTNPLOTLKWY, KAl 0Tn CLVEXELA
yla KABE TePLOXN ATIOPUOVWVETAL TO AVTIOTOLXO TUNHA.
Me auTto Tov TPOTO, N £€aywyr TWV XapPaKTNPLOTIKWY YiveTat povo pia gpopa avti yia 2000, yeyovog Tou givat
TPOYPAVEG OTL BEATLWVEL KATA TIOAL TNV TaXLTNTA TNG eKTaidevong Kat Tng mMpoBAewng.



Fast R-CNN Ross Girshick, ICCV 2015

Region-Based CNN: Fast R-CNN

1. Emne€epydletal oAOKANPN TNV €LKOVQ,

2. Evw o R-CNN detector katnyoplomnolei kabe neployr, o Fast R-CNN cuykevipwvel ta features
maps amno 1o CNN Tou avTlotolyolv og KABE TipoTELVOEVN TiepLoXn (region proposal),

3. Kabe neployxn nepva amno eva fully connected network kat eva softmax layer divel TI¢ Katnyopieg
e€odov.

4. Madi pe To oTpwpa softmax, xpnolgomoleital eniong €va linear regression layer, mapaAAnAa yia
TNV Iapaywyr Twyv cuvieTaypeVwy tou bounding box yla mpoBAETOPEVEG KATNYOPILEG.

Classiication
Features

‘ RO! pool —_— F
CNN — O > Classcaton || ey ——
Layers g:

84,‘“' rl’ll lij l)‘.:.l
refinement layer

ROIs

Feature Extraclor Object Classicabon


https://arxiv.org/abs/1504.08083

Region-Based CNN: Faster R-CNN

Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks, Shaoging Ren, Kaiming He, Ross Girshick, and
Jian Sun

e [lpoTelvav Tnv avtikataotaor tou Selective Search, ano tov 81ko TOUG AAYyOpLBO:
Aiktvo MNpotaong Meploxwv

O ZUYKEKPLUEVA, QVTIANPONKAV OTL 0 XAPTNG XAPAKTNPLOTIKWY TIOL TIapAyeTAL amo T0
OULVEALKTLKO TpNua tou Fast R-CNN pmopet va xpnotpotoln6ei anoteAeoPATIKA KAl Yid TO
TPOBANUA TNG MPOTACNG TIEPLOXWY, AVTIKABLOTWVTAG TIG apyeg peBodoug onwg n Selective
Search pe eva eknaldeLOIPO VELPWVIKO dIKTLO.


https://arxiv.org/pdf/1506.01497.pdf

Faster R-CNN

Region-Based CNN: Faster R-CNN

e To Faster R-CNN mpocB€tel €va region proposal network (RPN) yla va dnuiovpynoet region
proposals anevBeiag peow SikTLOUL

e To RPN xpnotpotmotei Anchor Boxes yiwa to Object Detection

Classificabion
< Features
- - \ ROI pool o — g
/1": . —_— O .
g CNN Classification — - —_
Layers | , *y v 1
j A .{-1
3 .
Bounding box
Regon proposal network (RPN) refinement layer

Feature Extractor Obyect Classificabon


https://arxiv.org/pdf/1506.01497.pdf

Region-Based CNN: Faster R-CNN — Anchor Boxes

Anchor box 1 Anchor box2 B e e B @

4 O O D F_Z.;r_l — c— &

r—:,:r—l o= ¢ | y — . . \ —t—
Tiled anchor box 1 Tiled anchor box 2 CNN - - = & et = L
[P, - t!x rE.LT__""!ﬂ.T- ; D D \'_ —_— ;

117 e =l .= S
S . . Twoanchor boxes Filter by class scores,
: . [ Class: airplane perform non-max suppression
CNNoutput(ij) maps to Image(i,)) Class: sailboat and intersection over union

Ta anchor boxes eivat eva cOvoAo amno npokabopilopeva bounding boxes pe cuykekpLpevo TAATOG Kat DYPOG:

e opi¢ovtal yla va Kataypayouyv Tnv KAipaKa Kkat To AOyo 61a0TACEWY CUYKEKPLUEVWY KATNYOPLWY AVTLIKELHEVWV
TIov B€Aoupe va evtomiooupe, (UTopolE va €xoupe anchor boxes SLa@opeTIKWY PHEYEBWV)
e cTUAEyovTal ouvNBWG Pe BAon Ta PEYEBN avTIKEIPEVWY oTa training datasets,

Kata tn diapkela tng avixvevong:

e Tta predefined anchor boxes dlatpgyxouv TNV €kova,

e 10 OikTuO TIPOBAETIEL TNV TILBavOTNTA Kat AAAaA xapaktnplotikd (background, loU, offsets) yia kaBe anchor box
Kabwg dlaTpeEXEL TNV ELKOVQ,

® ETUOTPEPETAL VA PJOVAOLKO GUVOAO TIpOBAEYEWY yLa kKaBe kaBoplopevo bounding box

To teAko feature map avtimpoowmeVEL AVIXVEVOELG AVTLIKELUEVWY YyLd KABE Katnyopia

H xpron anchor boxes enitpenel oe €va diKTLO va avixveveL TIOAAA QVTIKELIPEVQ, AVTLKEIPEVA DLAPOPETIKWY KALPHAKWY

Kat Q)\}\n)\SHlKQ)\UT[T('JUSVQ ClVTl.KS'llJSVQ. Anchor Boxes for Object Detection - MATLAB & Simulink


https://www.mathworks.com/help/vision/ug/anchor-boxes-for-object-detection.html

> DOAAUCTO EVTOTILOMOU KA BeATiwon

> (OAAUATA EVIOTILOUOUL

ome|| ® =T="3 e OLavLXVELTEC QVTIKELPEVWY BabLag pabnong pabaivouv avtiotabuioelg ya
M‘:,m\ =l | va epappoovtal oe kabe Tiled Anchor Box mou BeATiwvel Tn 8€on Kat 1o
‘|- pEyeBog Touv Anchor Box.
BeATiwon b | "

e Hamootaon petagL Twv Anchor Boxes gival cuvapTtnon Tov mocoL TNG
SetypatoAnyiag ou unapyet oto CNN (max Pooling 2d Layer kat tov SONN = { o
stride Tou Conv Layer)

e Ta feature maps mou mapayouv ta apxtka emnineda tov CNN €xouv :
LYPNAOTEPN XWPLKA avaAuon, aAAd propel va e€ayayouv Alyotepeg
ONUACLOAOYLKEG TIANPOYOPIEG OE GUYKPLON PE TA ETMEDA IOV
BplokovTal To KATwW oTo dikTLO



ANULOUPYLO GVIXVEUTWY AVTIKELUEVWV

Agatpouvtatl ta Tiled Anchor Boxes TIOU QVHKOLV OTNV KATNyopia (pOvVTIOoL Kal Ta UTIOAoLTIa
PLATpApovTal ano tn BabuoAoyia epmotoouvng TOUG.

Ta Anchor Boxes pe Tn peyaAutepn BabuoAoyia epmiotoolvng ETUAEYOVTAL XPNOLUOTIOLWVTAS hon-
max suppression (NMS).

Algorithm 1 Non-Max Suppression

1:
2
3
4:
5:
6
E
8
9

10:
11:

pmcedure NMS ( B ,(7) Before non-max suppression After non-max suppression

13""le — w Initialize empty set
for b,‘ € B do 7 nersteover ait the boxes
) Take boolean variable and set it as false. This variable indicates whether bii)
discard < False weverep o dscarsea Non-Max
Suppression

for b_] E B do Start amother losp to compare with b(i)
if same(b,—. bJ) > Ann)s then 1f both boxes having same 10U
if score(c, bj) > score(c, b;) then

Compare the scores. If score of bii) ks less than that

AiSCATd 4= TYVEC 440, iy ot be dicarded, s st he g o

Trwe.

if not (li-S(?(l 7'(1 then Owce bi) is compared with all sther boves and still the

discarded fMag is False, then b(i) should be considered. So
Bnms : Bnms U I)I add it to the final lise,

Do the same procedure for remaining bexes and return the final list
return B3,,,,,




Region-Based CNN

Transfer Learning model
'alexnet','vgglé', 'vggl9', 'resnet50', 'resnet101', 'inceptionv3’, 'googlenet', 'inceptionresnetv?', 'squeezenet'

R-CNN Fast R-CNN

Classification layers
feature extrachon layer

e 39
‘ Q\“‘,o‘- * *’("‘ fullyConnectedLayer
O \0& roilnputLayer g v
X B <
‘_’ rennBoxRegressionLayer

roiMaxPooling2dLayer

!

z
2

7
%

%

Features specific to data set

feature extracton layer roiMaxPooling2dLayer

rcennBoxRegressionLayer ;

.rngsanl’ropouluyor

b

*—0—0

rpnSoftmaxLayer rpnClassifierLayer

Faster R-CNN

:

Convolution Layers


https://www.mathworks.com/help/deeplearning/ref/alexnet.html
https://www.mathworks.com/help/deeplearning/ref/vgg16.html
https://www.mathworks.com/help/deeplearning/ref/vgg19.html
https://www.mathworks.com/help/deeplearning/ref/resnet50.html
https://www.mathworks.com/help/deeplearning/ref/resnet101.html
https://www.mathworks.com/help/deeplearning/ref/inceptionv3.html
https://www.mathworks.com/help/deeplearning/ref/googlenet.html
https://www.mathworks.com/help/deeplearning/ref/inceptionresnetv2.html
https://www.mathworks.com/help/deeplearning/ref/squeezenet.html

YOLO- You Only Look Once

e Xpnotpototei eva antAo CNN kat BAETEL OAOKANpPN TNV €LKOVA KATA Tn dLapKeLa Tov training Kat Tou
validation, oTtoTe KWOIKOTIOLEL GLWTINPA TIANPOPOPIES YLA TIG KAAOELS KABWGE Kal TIG EPPAVIOELS TOUG,
oe avtiBeon pe TIg TeXVIKES sliding window 1 region-based (kdvovtag €tol AlydTtepo and To NULOL TOU
apLBpoL Twv opaApdtwy o clykplon Pe to Fast R-CNN).

e To YOLO xpnowuototei features ano oAOkAnpn tnv €lkova yia va ipoAewel kabe bounding box

e [lpoBAemel emiong oAa ta bounding box og OAeg TIC KAACELG yLa pla ELKOVA TALTOXPOVA UE TIC
avTioTolXeC TUOAVOTNTEG

e AvTlueTWIZEL TNV AviXveELON WG TPORANKA TIAALVdpOUNoNG
e EEalpeTikd ypriyopog Kat akpiBng akyoptbuog

You Only Look Once: Unified, Real-Time Object Detection Joseph Redmon, Santosh Divvala, Ross Girshick, Ali Farhadi



https://arxiv.org/search/cs?searchtype=author&query=Redmon%2C+J
https://arxiv.org/search/cs?searchtype=author&query=Redmon%2C+J
https://arxiv.org/search/cs?searchtype=author&query=Redmon%2C+J

AeLltoupyla YOLO You Only Look Once

pc
bx

by
bh
bw
c1
c2
c3

(lass probability map

Final detections

S REVEESRESRES RESREN M« ]

Maipvel yla elkova kat tn xwpidel oe mAeypa SxS.
KaBe keAi MAEypaTOG TIPOPBAETEL HOVO €VA AVTLKELPEVO.

H tafwvopnon elkovag Kat o eVIOTILOPOG epappoovTal oe KABE KEAL
TOUL TAEYHATOC.

EQv TO KEVTPO €VOG AVTLKELPEVOU TIECEL O €vA KEAL TAEYUATOG, AUTO
TO KEAL MAEypATOg €lval uTELOLVO yLa TNV avixvevon avToL Tov
QVTLKELPEVOU.

KaBe €va ano ta keAld mAeypatog nipoBAEnel bounding boxes B pe
BaBpoAoyieg eumiotoovvng yla avtd ta bounding boxes

o Ot BaBuoAoyieg epmioToolVNG AVTLIKATOTTPLI{OUV TO TIOGO
olyoupo €ival To JOVTEAO OTL TO MAEYHA TIEPLEXEL EVA
QVTIKELPEVO Kal TIOGO AKPLBEC TILOTEVEL OTL TO TIAAiCLO €ival
avTo mov TpoBAeniel.Eav dev umapyxouvv avtikeigeva, TOTE oL
BaBpoloyieg eumiotoouvng Ba eivatl pndev.

Bounding box 0tav €va avtiKeiJeVO LTIAPXEL OTO KEAL TIAEYUATOG

MBavotnta via class C



Region-Based CNN

QObject Detection and Tracking in 2020 | by Borijan Georgievski

TensorFlow Hub Object Detection Colab

Mask R-CNN

YOLQO original paper

YOLOv2 YOLO?000

DarkNet implementation



https://blog.netcetera.com/object-detection-and-tracking-in-2020-f10fb6ff9af3
https://www.tensorflow.org/hub/tutorials/tf2_object_detection
https://arxiv.org/pdf/1703.06870.pdf
https://arxiv.org/pdf/1506.02640.pdf
https://arxiv.org/pdf/1612.08242.pdf
https://github.com/pjreddie/darknet

[MpoBANua ZNuaotoloyitkne Katdtunonc

a) Tudwé Eixévorg b) Avlyveuon Avuoxcipfvou C) Trpoacioroyixf Katd
nen W VEUDT) 3 g oy Hnem

- Ta&lvopnon oe eminedo €IKOVOoTOLXEIOV
¢ Avabeon KAAong o€ KABE ELKOVOOTOLXELO TNG EIKOVAG
¢ Meow XWwPLKNAG avdAuong evOg ELKOVOOTOLXELOU.

- A@eAng MpwTn pooeyyLon: YAomoinon evog povteAou pe dtadoxika
OUVEALKTLIKA €Mtimeda, Tov omoiov N €€0d0¢ Ba eixe tnv idla dlaotaon pe

TNV €lcodo.

€ TO KABe elkovooTolxeio TNG €€0dov Ba amoteAovoe TNV MPOBAEYN yLa TNV KAACH TOU
avTiOTOLXOUL ELKOVOOTOLXELOU TNC APXLKNG ELKOVAG.
€ AnayopEVTLKN LTIOAOYLOTLKNA TIOAUTIAOKOTNTA.



[MpoBANua ZNuaotoloyitkne Katdtunonc

Yuvnolopeveg pooeyyioelg: encoder-decoder.

forward /inference

_, backward/learning
p
/ }
P
. / ///" g

ey B
[ H H ("b/b; )
— 00 00 21
LA b o0 8070
15°
/ g
96

1. H éildotaon tng €lk6vag PeElwveTaAL ap)Lkd (encoder), mapayovtag XagnAotepng avdhuong xdpteg
XAPAKTNPLOTIKWY OL OTIOLoL £X0uV TIOAU KaAd anoTeAEoPATa yia tnv tTaglvopnon HetagyL tTwv

KAQOEWYV,
2. I1nouvexela av€avetal kat aAl (decoder), pEXpL va TIPOKVUWEL 0 TEAIKOG XAPTNG KATATHNONG.



[MpoBANua ZNuaotoloyitkne Katdtunonc

MARpwg Zuvehiktiko Aiktuo (Fully Convolutional Network - FCN)

e CNN: Fully Connected Layers — Fully Convolutional Network

o Kwdikomointng: E€ayayel Ta xapakTnpLloTIKA KAt Eival EKTAtdELVPEVOC Pe Baon To MPoBAnua tng
Tagvounong.

o AnokwdikonownTtng: MPoBAAAEL TO XAPTN XAPAKTNPLOTIKWY XAUNANG avaAuong TIoU TIPOEKVYE
amo TOV KWOLKOTIOLNTI OTNV apXLKn €LKOva.

m Anoteleital ano pia oelpd ovveligelg (backwards convolutions rj deconvolutions)

e TIpAyHATOTOLOUV avgnon TNG XWPELKNG avaAuong pe xpnon Stypapptkng mapepBoAng
(bilinear interpolation).
m  Kavel xprion mapakapmtiplwy cuvdgoewy (skip connections), mou ekpeTalAebovTal TIg

TIAPOMOLEG LAOTACELG TWV eKaTEpwWOeV emmedwy Touv FCN kal cuvdEoLV GELPLAKA TOUG
XAPTEC EVEPYOTIOINONG TOU KWOLKOTIOLNTH PE TNV avTioTolxn O0uN oL TIPOKUTITEL HETA ATIO

KAOe armoouVveALEN.



MpoRANua KAT&TuNOoNC ZTLYHLOTUTIWY
(Instance Segmentation)

(@) TuZwépnom Eixbvag (b) Aviyveuom Avoxapéwou  (€) Enpacichoyinf Katdgqnon (d) Kovimmon Zuypotimav
Katdtpnon ZTiyplotonwy = Avixveuong AVTIKELHEVWYV + Inpactoloyikn Katatpnon

2 TOXEVEL OTOV EVTOTILOPO TWV OLAPOPETIKWY AVTLKELPHEVWY OE Pia €LKOVA OXL e
xpnon nhatciwyv oploBeTnong alAd pe akpiBela elkovooTolxeiou.

- KaBe elkovooTtolxeio Taglvopeital og pia KAaon, OMwe 0Tn XNUACLOAOYIKI)
Katatunon, aAAd Ta SLapopeTIKA avTLKeipeva Ba €xouv AAAN HAoKQ, akopa
KL av avikouv otnv iota KAaon.

B. Hariharan, P. Arbelaez, R. B. Girshick, and J. Malik. Simultaneous Detection and Segmentation. In D. Fleet, T. Pajdla, B. Schiele, and T. Tuytelaars,
editors, Computer Vision — ECCV 2014, volume 8695 of Lecture Notes in Computer Science. Springer, Cham, 2014.



https://arxiv.org/abs/1407.1808

MpoRANua KAT&TuNOoNC ZTLYHLOTUTIWY

Mask R-CNN

e Faster R-CNN pe diktuvo RPN, yia
TNV MPOTACH TWV LTIOYNPLWV
TIEPLOXWY,

/ /
A v
s ’

' RolAlign | [

e Tunua yla Tov UTIOAOYLOPO TWV
HAOKWY, avTioTOoLYO PE €va
MANPWGS ZUVEALKTLKO AiKTULO
(FCN).




