
RNN - Seq2Seq - Transformers - QA: a curated list of
resources

RNN - LSTM - GRU
Short RNN Intro

Seq2Seq - Attention
Attn: Illustrated Attention
Mechanics of Seq2seq Models With Attention

Self-Attention / Transformers
The Illustrated Transformer
Transformer — Attention is all you need
How do Transformers Work in NLP?

Hugging Face
Hugging Face – On a mission to solve NLP, one commit at a time.
Transformers

Question Answering
Question Answering with a Fine-Tuned BERT
Natural Language Processing (NLP) Question and Answer Demo
NLP Tutorial: Creating Question Answering System using BERT + SQuAD on Colab TPU
simple-qa.ipynb

State-of-the-Art in NLP
NLP-progress: Tracking Progress in Natural Language Processing

https://docs.google.com/presentation/d/1qqEjuwOPZYmlK4HHfXkEsKIhBjG-RdK1lY_W41-YvKo/edit?usp=sharing
https://towardsdatascience.com/attn-illustrated-attention-5ec4ad276ee3
https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/
http://jalammar.github.io/illustrated-transformer/
https://towardsdatascience.com/transformer-attention-is-all-you-need-1e455701fdd9
https://www.analyticsvidhya.com/blog/2019/06/understanding-transformers-nlp-state-of-the-art-models/
https://huggingface.co/
https://huggingface.co/docs/transformers/index
https://mccormickml.com/2020/03/10/question-answering-with-a-fine-tuned-BERT/
https://www.pragnakalp.com/demos/BERT-NLP-QnA-Demo/
https://hackernoon.com/nlp-tutorial-creating-question-answering-system-using-bert-squad-on-colab-tpu-1utp3352
https://colab.research.google.com/drive/1iyprXSgfgDxQSIAxQlYB8i_Rd9lUo4x2
https://nlpprogress.com/

