Bulletin of the Seismological Society of America, Vol. 84, No. 4, pp. 974~1002, August 1994

New Empirical Relationships among Magnitude, Rupture Length,
Rupture Width, Rupture Area, and Surface Displacement
by Donald L. Wells and Kevin J. Coppersmith

Abstract Source parameters for historical earthquakes worldwide are com-
piled to develop a series of empirical relationships among moment magnitude
(M), surface rupture length, subsurface rupture length, downdip rupture width,
rupture area, and maximum and average displacement per event. The resulting
data base is a significant update of previous compilations and includes the ad-
ditional source parameters of seismic moment, moment magnitude, subsurface
rupture length, downdip rupture width, and average surface displacement. Each
source parameter is classified as reliable or unreliable, based on our evaluation
of the accuracy of individual values. Only the reliable source parameters are
used in the final analyses. In comparing source parameters, we note the fol-
lowing trends: (1) Generally, the length of rupture at the surface is equal to 75%
of the subsurface rupture length; however, the ratio of surface rupture length to
subsurface rupture length increases with magnitude; (2) the average surface dis-
placement per event is about one-half the maximum surface displacement per
event; and (3) the average subsurface displacement on the fault plane is less
than the maximum surface displacement but more than the average surface dis-
placement. Thus, for most earthquakes in this data base, slip on the fault plane
at seismogenic depths is manifested by similar displacements at the surface.
Log-linear regressions between earthquake magnitude and surface rupture length,
subsurface rupture length, and rupture area are especially well correlated, show-
ing standard deviations of 0.25 to 0.35 magnitude units. Most relationships are
not statistically different (at a 95% significance level) as a function of the style
of faulting: thus, we consider the regressions for all slip types to be appropriate
for most applications. Regressions between magnitude and displacement, mag-
nitude and rupture width, and between displacement and rupture length are less
well correlated and have larger standard deviation than regressions between
magnitude and length or area. The large number of data points in most of these
regressions and their statistical stability suggest that they are unlikely to change
significantly in response to additional data. Separating the data according to
extensional and compressional tectonic environments neither provides statisti-
cally different results nor improves the statistical significance of the regressions.
Regressions for cases in which earthquake magnitude is either the independent
or the dependent parameter can be used to estimate maximum earthquake mag-
nitudes both for surface faults and for subsurface seismic sources such as blind
faults, and to estimate the expected surface displacement along a fault for a
given size earthquake.

Introduction
Seismic hazard analyses, both probabilistic and de-  might be generated by a particular fault or earthqu'ake
terministic, require an assessment of the future earth-  source. It is rare, however, that the largest posmple
quake potential in a region. Specifically, it is often nec- earthquakes along individual faults have occurred during

essary to estimate the size of the largest earthquakes that  the historical period. Thus, the future earthquake poten-
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tial of a fault commonly is evaluated from estimates of
fault rupture parameters that are, in turn, related to
earthquake magnitude.

It has been known for some time that earthquake
magnitude may be correlated with rupture parameters such
as length and displacement (e.g., Tocher, 1958: Iida,
1959; Chinnery, 1969). Accordingly, paleoseismic and
geologic studies of active faults focus on estimating these
source characteristics. For example, data from geo-
morphic and geologic investigations of faults may be used
to assess the timing of past earthquakes, the amount of
displacement per event, and the segmentation of the fault
zone (e.g., Schwartz and Coppersmith, 1986; Schwartz,
1988; Coppersmith, 1991). To translate these source
characteristics into estimates of earthquake size, rela-
tionships between rupture parameters and the measure of
earthquake size, typically magnitude, are required.

Numerous published empirical relationships relate
magnitude to various fault rupture parameters. Typi-
cally, magnitude is related to surface rupture length as
a function of slip type. Additional relationships that have
been investigated include displacement versus rupture
length, magnitude versus maximum surface displace-
ment, magnitude versus total fault length, and magni-
tude versus surface displacement times surface rupture
length (Tocher, 1958; lida, 1959; Albee and Smith, 1966;
Chinnery, 1969; Ohnaka, 1978; Slemmons, 1977, 1982;
Acharya, 1979; Bonilla and Buchanon, 1970; Bonilla et
al., 1984; Slemmons et al., 1989). Other studies relate
magnitude and seismic moment to rupture length, rup-
ture width, and rupture area as estimated from the extent
of surface deformation, dimensions of the aftershock zone,
or earthquake source time functions (Utsu and Seki, 1954;
Utsu, 1969; Kanamori and Anderson, 1975; Wyss, 1979;
Singh et al., 1980; Purcaru and Berckhemer, 1982;
Scholz, 1982; Wesnousky, 1986; and Darragh and Bolt,
1987).

The purpose of this article is to present new and re-
vised empirical relationships between various rupture pa-
rameters, to describe the empirical data base used to de-
velop these relationships, and to draw first-order
conclusions regarding the trends in the relationships.
Specifically, this article refines the data sets and extends
previous studies by including data from recent earth-
quakes and from new investigations of older earth-
quakes. The new data provide a much larger and more
comprehensive data base than was available for previous
studies. Additional fault characteristics, such as subsur-
face rupture length, downdip rupture width, and average
fault displacement, also are included. Because the new
data set is more comprehensive than those used for pre-
vious studies, it is possible to examine relationships among
various rupture parameters, as well as the relationships
between rupture parameters and magnitude. An impor-
tant goal of this article is to present the observational
data base in a form that is sufficiently complete to enable

the reader to reproduce our results, as well as to carry
out subsequent analyses.

The following sections describe the observational data
base, present the statistical relationships developed be-
tween magnitude and fault rupture parameters, and then
evaluate the relationships in terms of their statistical sig-
nificance, relative stability, and overall usefulness.

Data Base

A worldwide data base of source parameters for 421
historical earthquakes is compiled for this study. The data
include shallow-focus (hypocentral depth less than 40 km),
continental interplate or intraplate earthquakes of mag-
nitudes greater than approximately 4.5. Earthquakes as-
sociated with subduction zones, both plate interface
earthquakes and those occurring within oceanic slabs,
are excluded. For each earthquake in the data base, we
compiled seismologic source parameters and fault char-
acteristics, including seismic moment, magnitude, focal
mechanism, focal depth, slip type, surface and subsur-
face rupture length, maximum and average surface dis-
placement, downdip rupture width, and rupture area.

In general, the data presented in this article are ob-
tained from published results of field investigations of
surface faulting and seismologic investigations. For many
earthquakes, there are several published measurements
of various parameters. One objective of this study is to
identify the most accurate value for each parameter, or
the average value where the accuracy of individual val-
ues could not be determined. Special emphasis is placed
on identifying the sources and types of measurements
reported in the literature (e.g., rupture area based on af-
tershock distribution, geodetic modeling, or teleseismic
inversion). All data are then categorized by type of mea-
surement, and the most accurate value is selected for fur-
ther analysis. The data selection process for each rupture
parameter is described in detail in the following sections.

From the larger data base, 244 earthquakes are se-
lected to develop empirical relationships among various
source parameters. For these earthquakes, which are listed
in Table 1, the source parameters are considered much
more reliable than the source parameters for the other
earthquakes. Earthquakes that are evaluated but ex-
cluded from further study because of insufficient infor-
mation or poor-quality data are provided on microfiche
(Appendix A). Each earthquake listed in Table 1 is iden-
tified by location, name (geographic descriptor or as-
sociated fault), and date of origin in Coordinated Uni-
versal Time (UTC). Each source parameter given in Table
1 is discussed below.

Slip Type

Past studies have demonstrated that the slip type or
style of faulting is potentially significant for correlating
earthquake magnitude and rupture parameters (e.g.,
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Slemmons, 1977; Bonilla et al., 1984). To categorize
the dominant slip type for each earthquake in our data
base, we use a simple classification scheme based on the
ratio of the horizontal component of slip to the vertical
component of slip. The horizontal-to-vertical slip ratio
is calculated from all estimates of the components of slip,
including, in order of priority, surface displacement,
geodetic modeling of surface deformation, and the rake
from earthquake focal mechanisms.

Published earthquake focal mechanisms were re-
viewed to compare the nature of surface deformation,
such as surface fault displacements and regional subsi-
dence, uplift, or lateral deformation, with the seismo-
logic data for each earthquake. For some earthquakes,
there are several published focal mechanisms, including
those derived from waveform inversions, P-wave first
motions, and moment tensor inversions. Because focal
mechanisms derived from waveform inversion of long-
period P and SH waves usually are considered more rep-
resentative of the primary style of co-seismic slip than
are short-period P-wave first-motion solutions, the for-
mer generally are preferred (Aki and Richards, 1980).
Theoretically, because the nature and amount of slip at
the surface is at least partly controlled by the depth of
the focus and the nature of surface geologic conditions,
categorizing slip based solely on the slip components
measured at the surface may not correspond to the slip
type indicated by seismologic data. In practice, how-
ever, we find that the dominant sense of slip at the sur-
face is representative of the overall sense of slip mea-
sured from the rake of earthquake focal mechanisms.

Slip types for the earthquakes in Table 1 reflect the
following scheme, which is based on the ratio of hori-
zontal (HZ; strike slip, S) to vertical (VT; reverse, R,
or normal, N) slip:
1:1t01:2 <1:2

HZ:VT Slip >2:1 2:1tol:1

Slip Type S SR,S-N R-§,N-S R,N
In Table 1, the strike-slip component is characterized as
right lateral (RL) or left lateral (LL), depending on the
sense of horizontal displacement. For 60 oblique-slip
earthquakes, the subordinate sense of slip is listed after
the primary slip type. For the regressions, each earth-
quake is assigned to one of three slip types: strike slip,
normal, or reverse. Earthquakes having a horizontal-to-
vertical slip ratio greater than 1 to 1 are considered strike
slip; those having a horizontal-to-vertical slip ratio of 1
to 1 or less are considered normal or reverse, depending
on the sense of vertical displacement.

The earthquakes in Table 1 also are categorized by
other characteristics to evaluate potential differences in
rupture parameter correlations. Earthquakes are charac-
terized with respect to whether they occurred within a
compressional environment (one that is characterized by

D. L. Wells and K. J. Coppersmith

compressional or transpressional tectonics), or within an
extensional environment (one that is characterized by ex-
tensional or transtensional tectonics). Slemmons et al.
(1989) proposed a similar classification for their data base
and found no significant differences between regressions
developed for the two environments. The earthquakes
also are separated according to whether they occurred
within an active plate margin or within a stable conti-
nental region. Stable continental regions are regions of
continental crust that have no significant Cenozoic tec-
tonism or volcanism (Electric Power Research Institute,
1987; Johnston and Kanter, 1990); active plate margins
include all other regions in our data base.

Magnitude and Seismic Moment

Estimates of moment magnitude (M) and surface-
wave magnitude (M;) are listed in Table 1. Most pre-
vious studies of earthquake source parameters compiled
M estimates, because these are the most commonly cited
magnitudes for older instrumental earthquakes. There are,
however, several problems associated with using My to
analyze source parameter relationships. Because M is a
measure of seismic-wave amplitude at a specific period
(approximately 18 to 22 sec), it measures only the en-
ergy released at this period. Although M values gen-
erally are very stable between nearby stations, signifi-
cant variations in Mg may occur between distant stations.
These variations are related to azimuth, station distance,
instrument sensitivity, and crustal structure (Panza ef al.,
1989). Furthermore, for very large earthquakes (My >
8.0), the periods at which M is measured become sat-
urated and no longer record large-scale faulting char-
acteristics (Hanks and Kanamori, 1979). A similar prob-
lem with saturation of measured seismic waves also occurs
for scales such as local or Richter magnitude (M) and
body-wave magnitude (m;). For small carthquakes (M;
< 5.5), 20-sec surface-wave amplitudes are too small to
be recorded by many seismographs (Kanamori, 1983).
Thus, traditional magnitude scales are limited by both
the frequency response of the Earth and the response of
the recording seismograph.

A physically meaningful link between earthquake size
and fault rupture parameters is seismic moment, M, =
D A, where u is the shear modulus [usually taken as
3 x 10" dyne/cm’ for crustal faults (Hanks and Kan-
amori, 1979)]; D is the average displacement across the
fault surface; and A is the area of the fault surface that
ruptured. In turn, M, is directly related to magnitude [e.g.,
M = 2/3 = log M, — 10.7 (Hanks and Kanamori, 1979)].

Seismic moment (M,) also is considered a more ac-
curate measure of the size of an earthquake than are tra-
ditional magnitude scales such as M and m,, because it
is a direct measure of the amount of radiated energy,
rather than a measure of the response of a seismograph
to an earthquake (Hanks and Wyss, 1972). It is com-
puted from the source spectra of body and surface waves
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(Hanks et al., 1975; Kanamori and Anderson, 1975) or
is derived from a moment tensor solution (Dziewonski
et al., 1981). Furthermore, there is a larger variability
in the value of M, than of M, measured at different sta-
tions. For any earthquake, Ms values from stations at
different azimuths may differ by as much as 1.5 mag-
nitude units, whereas M, values rarely differ by more
than a factor of 10, which is equivalent to a variability
of 0.7 in M values. Thus, M is considered a more re-
liable measure of the energy released during an earth-
quake (Hanks and Kanamori, 1979).

For earthquakes that lack published M estimates,
other measures such as Richter magnitude (M) or body-
wave magnitude (m,) are listed in Table 1. Because there
are several methods for calculating My, values calculated
by comparable methods are listed where possible. Ac-
cording to Lienkaemper (1984), My calculated by the
Prague formula, which is used for Preliminary Deter-
mination of Epicenters (PDE—U.S. Geological Survey
monthly bulletin), is directly comparable to M, calcu-
lated by Gutenberg and Richter (1954). On the average,
M computed by Abe (1981), Gutenberg (1945), and
Richter (1958) differ systematically from M, (PDE) and
M (Lienkaemper, 1984). Comparable M, values listed
in this report are taken from the following sources, listed
in order of preference: My (PDE), M (Lienkaemper,
1984), and M (Gutenberg and Richter, 1954). Addi-
tional sources for magnitudes are listed in the footnotes
to Table 1.

To arrive at a single estimate of seismic moment for
each earthquake in the data base, we calculate an av-
erage seismic moment from all published instrumental
seismic moments, including those measured from body
waves, surface waves, and centroid moment tensor so-
lutions. Noninstrumental estimates of seismic moment,
such as those based on estimates of rupture dimensions
or those estimated from magnitude-moment relation-
ships, are not used to calculate average seismic moment.
Moment magnitudes are calculated from the averaged
seismic moment by the formula of Hanks and Kanamori
(1979): M = 2/3 * log M, — 10.7. The values of M
calculated from M, are shown to two decimal places in
Table 1 to signify that they are calculated values; these
values are used for the regression analyses. When con-
sidering individual estimates of moment magnitude,
however, these values are considered significant only to
one decimal place, and should be rounded to the nearest
tenth of a magnitude unit.

Previous studies of the relationship between My and
M indicate that these magnitudes are approximately equal
within the range of M; 5.0 to 7.5 (Kanamori, 1983). Our
data set shows no systematic difference between My and
M in the range of magnitude 5.7 to 8.0 (Fig. 1). In the
range of magnitude 4.7 to 5.7, M is systematically smaller
than M, in agreement with the results of Boore and Joy-
ner (1982). The standard deviation of the difference be-

tween each pair of Mg and M values in Figure 1 is ap-
proximately 0.19. This standard deviation is less than
the standard deviation of 0.28 calculated by Lienkaem-
per (1984) for residuals of all single-station M estimates
for individual earthquakes. Based on these standard de-
viations, the difference between the magnitude scales (M
and M) is insignificant for the earthquakes of magnitude
greater than 5.7 listed in Table 1.

For regressions of magnitude versus surface rupture
length and magnitude versus maximum displacement,
previous studies excluded earthquakes with magnitudes
less than approximately M; 6.0 (Slemmons, 1982; Bon-
illa er al., 1984; Slemmons et al., 1989). These authors
noted that earthquakes of My less than 6.0 often have
surface ruptures that are much shorter than the source
length defined by aftershocks, and that possible surface
ruptures for these earthquakes may be less well studied
than those for earthquakes of larger magnitude. Fur-
thermore, surface faulting associated with earthquakes
of magnitude less than 6.0 may be poorly expressed as
discontinuous ftraces or fractures, showing inconsistent
or no net displacement (Darragh and Bolt, 1987; Bon-
illa, 1988). We evaluate regression statistics for mag-
nitude versus surface rupture length and magnitude ver-
sus surface displacement for earthquakes of magnitude
less than 6.0 (M; or M), and conclude that elimination
of the magnitude cutoff expands the data sets without
significantly compromising the regression statistics. Thus,
several well-studied surface-rupturing earthquakes of
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Figure 1. Surface-wave magnitude (M;) ver-

sus moment magnitude (M) for historical conti-
nental earthquakes. Segmented linear regression
shown as solid line, with segment boundaries at
M4.7,5.0,55,6.0,6.5,7.0,7.5, and 8.2. Short
dashed lines indicate 95% confidence interval of
regression line. Long dashed line indicates equal
magnitudes (1 to 1 slope).
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magnitude less than 6.0 (e.g., 1979 Homestead Valley
and 1983 Nunez-Coalinga, California) are included in
the data base.

For the regressions on subsurface rupture length and
on rupture area, the lower bound of magnitude is set at
M 4.7 because aftershock sequences for earthquakes of
lower magnitude rarely are the subject of detailed in-
vestigations. Aftershocks and source parameters of nu-
merous recent earthquakes of moderate magnitude (M
4.7 to 6.0) have been studied in detail (e.g., 1984 North
Wales, England; 1986 Kalamata, Greece; and 1988 Pas-
adena and 1990 Upland, California). It is appropriate to
use these moderate-magnitude earthquakes to evaluate
subsurface rupture length, rupture width, and rupture area
relationships, because the use of subsurface character-
istics eliminates the problems associated with the incom-
plete expression of rupture at the surface usually asso-
ciated with moderate-magnitude earthquakes (Darragh
and Bolt, 1987).

Instrumentally measured magnitudes (Ms or M) do
not exist for all the earthquakes listed in Table 1. For
these earthquakes, magnitudes are estimated from re-
ports of felt intensity (M), or are estimated from the rup-
ture area and displacement using the definition of seis-
mic moment [M, = u D A (Hanks and Kanamori, 1979)].
The earthquakes that lack instrumental magnitudes are
included for use in displacement-to-length relationships,
which do not require magnitude.

Surface Rupture Length

The length of rupture at the surface is known to be
correlatable with earthquake magnitude. This study re-
views and reevaluates previously published surface rup-
ture lengths for historical earthquakes and expands the
data set to include recent earthquakes and new studies
of older events. Published and unpublished descriptions
of surface rupture are reviewed to evaluate the nature
and extent of surface faulting for 207 earthquakes. Rather
than relying on values reported in secondary data com-
pilations, we reviewed original field reports, maps, and
articles for each earthquake.

Rupture lengths measured from maps and figures are
compared to the lengths reported in descriptions of sur-
face faulting. Descriptions of surface faulting also are
reviewed to evaluate whether the ruptures are primary or
secondary. Primary surface rupture is defined as being
related to tectonic rupture, during which the fault rupture
plane intersects the ground surface. Secondary faulting
includes fractures formed by ground shaking, fractures
and faults related to landslides, and triggered slip on sur-
face faults not related to a primary fault plane (e.g., slip
on bedding plane faults or near-surface slip on adjacent
or distantly located faults). Because identifying primary
tectonic rupture is particularly difficult for smaller-mag-
nitude earthquakes (less than approximately M or M 6.0),
these events are included in regression analyses only when
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the tectonic nature of the surface rupture is clearly es-
tablished (e.g., the 1966 Parkfield, California, earth-
quake, but not the 1986 Chalfant Valley, California,
earthquake). Discontinuous surface fractures mapped be-
yond the ends of the continuous surface trace are con-
sidered part of the tectonic surface rupture and are in-
cluded in the calculation of surface rupture length.

Major sources of uncertainty in reported measure-
ments of surface rupture length are as follows. (1) In-
complete studies of the rupture zone. Less than the entire
surface rupture was investigated and mapped for any of
various reasons, such as inaccessibility, discontinuity of
the surface trace along strike so the entire rupture was
not identified, or the fault trace was obscured before
postearthquake investigations were undertaken. Consid-
erable uncertainty in the extent of rupture is assessed for
investigations completed years to decades after an earth-
quake. (2) Different interpretations of the nature and ex-
tent of surface deformation. Interpretations may differ
on the extent of primary surface rupture, the differentia-
tion of primary and secondary surface rupture, and the
correlation of surface rupture on different faults to in-
dividual earthquakes for multiple event sequences. (3)
Unresolvable discrepancies between lengths reported by
different workers. These discrepancies are related to level
of effort in field investigations, method of measuring fault
traces, or lengths reported in text versus the lengths drawn
on maps.

Earthquakes are selected for regression analyses in-
volving surface rupture length if the data met all of the
following criteria: (1) uncertainty in the rupture length
does not exceed approximately 20% of the total length
of the rupture; (2) at least one estimate of the amount of
surface displacement is reported; and (3) the lengths of
ruptures resulting from individual events in multiple
earthquake sequences are known.

Subsurface Rupture Length, Downdip Width,
and Rupture Arca

Subsurface source dimensions, both rupture length
and rupture area (length times downdip width), are eval-
uated for more than 250 earthquakes. Wyss (1979) com-~
piled a smaller data base of rupture areas for continental
and subduction zone earthquakes, and Darragh and Bolt
(1987) compiled subsurface rupture lengths for moder-
ate-magnitude strike-slip earthquakes. We expand the data
base and relate these rupture parameters to moment mag-
nitude.

The primary method used to estimate subsurface
rupture length and rupture area is the spatial pattern of
early aftershocks. Aftershocks that occur within a few
hours to a few days of the mainshock generally define
the maximum extent of co-seismic rupture (Kanamori and
Anderson, 1975; Dietz and Ellsworth, 1990). Because
the distribution of aftershocks may expand laterally and
vertically following the mainshock, the initial size of the
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aftershock zone is considered more representative of the
extent of co-seismic rupture than is the distribution of
aftershocks occurring within days to months of the
mainshock. Furthermore, detailed studies of aftershocks
of several recent earthquakes (such as the 1989 Loma
Prieta, California) suggest that early aftershocks occur
at the perimeter of the co-seismic rupture zone, and that
the central part of this zone is characterized by a lack of
seismicity for the first few hours to days after the
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surface rupture length estimated from the distri-
bution of early aftershocks of historical continen-
tal earthquakes.
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ture length versus magnitude.

mainshock (Mendoza and Hartzell, 1988; Dietz and Ells-
worth, 1990). This observation suggests that even the
rupture area defined by early aftershocks may be slightly
larger than the actual co-seismic rupture zone (Mendoza
and Hartzell, 1988).

We estimate subsurface rupture length using the length
of the best-defined aftershock zone. The accuracy of the
size of the aftershock zone depends on the accuracy of
the locations of individual aftershocks, which depends,
in turn, on the azimuths and proximity of the recording
stations and the accuracy of the subsurface structure ve-
locity model. The largest uncertainty typically is in-
curred in calculating the depths of the hypocenters rather
than the areal distribution of epicenters (Gubbins, 1990).
Earthquakes are excluded from regression analysis if only
a few aftershocks were recorded, or if the aftershock lo-
cations were very uncertain.

Alternative but less satisfactory methods to assess
the extent of subsurface co-seismic rupture include con-
sidering the surface rupture length, geodetic modeling of
surface displacement, and modeling of the earthquake
source time function. Comparisons for this study suggest
that the surface rupture length provides a minimum es-
timate of the subsurface rupture length. For example, for
53 earthquakes for which data on both surface and sub-
surface rupture length are available, surface rupture length
averaged about 75% of subsurface rupture length (Fig.
2). However, the ratio of surface rupture length to sub-
surface rupture length appears to increase with magni-
tude (Fig. 3). Thus, we conclude that surface rupture
length is a more reliable estimator of subsurface rupture
length as magnitude increases.

Estimates of rupture length calculated from geodetic
modeling of vertical and horizontal changes at the ground
surface, or from corner frequencies of seismograms
(source time functions for circular, unilateral, or bilat-
eral ruptures) also are compiled from the literature. For
some earthquakes, rupture lengths estimated from these
methods are much shorter than rupture lengths measured
from the distribution of aftershocks (Mendoza and Hart-
zell, 1988). Thus, these measures of rupture length may
not represent the extent of co-seismic rupture in the same
way that aftershocks do. In this study, estimates of sub-
surface rupture length based on geodetic modeling or
source time functions are accepted for regression anal-
ysis only when independent estimates of rupture length
are available for corroboration.

Downdip rupture widths are estimated from the depth
distribution of the best-defined zone of aftershocks. Where
the downdip width of rupture is unknown from the dis-
tribution of aftershocks, it is estimated from the depth
(thickness) of the seismogenic zone or the depth of the
hypocenter and the assumed dip of the fault plane. For
most earthquakes of magnitude 5 1/2 or larger, the
mainshock typically occurs at or near the base of the
seismogenic zone (Sibson, 1987). Estimates of rupture
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width based on hypocentral depth of the mainshock or
width of the seismogenic zone are used to calculate rup-
ture area only for earthquakes for which detailed infor-
mation on regional seismicity is available, or for which
detailed studies of the hypocentral depth and focal mech-
anism have been performed.

Major sources of uncertainty for measuring subsur-
face rupture parameters are as follows: (1) accuracy of
aftershock locations in three dimensions; (2) interpreta-
tion of the initial extent (length and downdip width) of
the aftershock sequence; (3) temporal expansion of the
aftershock zone; (4) interpretation of the length of mul-
tiple earthquake rupture sequences; (5) identification of
the strike and dip of the rupture plane from aftershocks;
and (6) reliability of geodetic and seismologic modeling.

Earthquakes are selected for regression analyses in-
volving subsurface rupture length, rupture width, and
rupture area if the data met the following criteria: (1)
subsurface rupture length and width are measured from
an aftershock sequence of known duration; and (2) af-
tershocks were recorded by a local seismograph net-
work, or many aftershocks were recorded at teleseismic
stations. In cases where information on aftershock dis-
tribution is lacking, the earthquake is included in the
analysis if (1) consistent subsurface rupture lengths are
calculated from at least two sources such as geodetic
modeling, source time functions, or surface rupture length,
and (2) rupture width can be estimated confidently from
the thickness of the seismogenic zone or the depth of the
mainshock hypocenter.

Maximum and Average Surface Displacement

Observational data from field studies of faults as well
as theoretical studies of seismic moment suggest that
earthquake magnitude should correlate with the amount
of displacement along the causative fault. In contrast to
the published information on surface rupture length, dis-
placement measurements for many earthquakes often are
poorly documented. In this study, we attempted system-
atically to compile information on the amount of co-seis-
mic surface displacement and to identify the maximum
and the average displacement along the rupture.

The most commonly reported displacement mea-
surement is the maximum observed horizontal and/or
vertical surface displacement. We reviewed published
measurements of displacement, including components of
horizontal and vertical slip to calculate a net maximum
displacement for each earthquake. Because the majority
of displacement measurements reported in the literature
were measured weeks to years after the earthquake, these
displacement estimates may include post-co-seismic slip
or fault creep. For events where displacements were
measured at several time periods, we generally select the
first measurements recorded after the earthquake to min-
imize possible effects of fault creep. For several recent
events in our data base (such as 1992 Landers, Califor-
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nia), we note that little or no postearthquake creep was
observed. Thus, displacement measurements recorded
several weeks or longer after the earthquake may rep-
resent the actual co-seismic slip, except for a few regions
where post-co-seismic slip has been documented (e.g.,
Parkfield and Imperial Valley regions of California).

The net displacement is calculated from the vector
sum of the slip components (horizontal and vertical)
measured at a single location. Commonly, the maxi-
mum horizontal displacement and the maximum vertical
displacement occur at different locations along a rupture.
In those cases, unless the subordinate component is re-
corded at the sites of the maxima, a net slip vector can-
not be calculated. Furthermore, it is difficult to recog-
nize and measure compression and extension across a
fault, even for the more recent, well-studied ecarth-
quakes.

Average displacement per event is calculated from
multiple measurements of displacement along the rup-
ture zone. For most earthquakes, the largest displace-
ments typically occur along a limited reach of the rupture
zone. Thus, simple averaging of a limited number of dis-
placement measurements is unlikely to provide an ac-
curate estimate of the true average surface displacement.
The most reliable average displacement values are cal-
culated from net displacement measurements recorded
along the entire surface rupture. Figure 4 shows a sur-
face displacement distribution for the 1968 Borrego
Mountain, California, earthquake, a relatively well-stud-
ied event. The average displacement may be calculated
by several graphical methods, including a linear point-
to-point function, a running three-point average, or an
enveloping function that minimizes the effects of anom-
alously low or high displacement measurements (D. B.
Slemmons, 1989, personal comm.). The average-dis-
placement data base reported in this study includes events
examined by Slemmons using graphical techniques, and
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Figure 4. Distribution of right slip measured
in April 1968 for the 9 April 1968 Borrego Moun-
tain, California, earthquake. Dashed line indicates
estimated displacement for April 1968 (modified
from Clark, 1972).
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events for which data were obtained from the published
literature or calculated from individual measurements of
displacement for these earthquakes. Specifically, we in-
clude estimates of average displacement that we calcu-
late from a minimum of 10 displacement measurements
distributed along the surface rupture, or were reported
from extensive studies of the entire surface rupture.

For the average-displacement data set, the maximum
surface displacement is about twice the average surface
displacement, although the ratio of average to maximum
surface displacement ranges from about 0.2 to 0.8 (Fig.
5). In addition, for a subset of earthquakes with pub-
lished instrumental estimates of seismic moment, the ra-
tio of average to maximum displacement does not vary
systematically as a function of magnitude (Fig. 5).

A matter of interest is the relationship of co-seismic
surface displacement to “subsurface” displacement that
occurs on the fault plane within the seismogenic crust
(as given in the definition of seismic moment). To eval-
uate the relationship of surface displacement to average
subsurface displacement, we calculate an average dis-
placement from the seismic moment and the rupture area
for all earthquakes having acceptable estimates of max-
imum and average surface displacement, seismic mo-
ment, and rupturc area. The calculated values of sub-
surface displacement are compared with the observed
maximum and average surface displacements in Figures
6 and 7. The ratio of average subsurface displacement
to maximum surface displacement ranges from 0.14 to
7.5; the ratio of average subsurface displacement to av-
erage surface displacement ranges from 0.25 to 6.0. These
ratios do not appear to vary as a function of magnitude
(Figs. 6a and 6b).

To evaluate the distribution of data, we calculate re-
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Figure 5. Ratio of average surface to maxi-
mum surface displacement versus magnitude.

siduals for the ratios and find that the distribution is con-
sistent with a normal distribution of data. Because of this
and because of the large range of data, we believe that
the mode provides an appropriate measure of the distri-
bution of ratios. For 44 earthquakes for which we have
estimates of both maximum displacement and subsurface
displacement, the mode of the distribution of the ratios
of average subsurface displacement to maximum surface
displacement is 0.76 (Fig. 7a). This indicates that for
most earthquakes, the average subsurface displacement
is less than the maximum surface displacement. For 32
earthquakes for which we have estimates of both average
displacement and subsurface displacement, the mode of
the distribution of the ratios of average subsurface dis-
placement to average surface displacement is 1.32 (Fig.
7b). Thus, for the earthquakes in our data set, average
subsurface displacement is more than average surface
displacement and less than maximum surface displace-
ment. Furthermore, for these earthquakes, most slip on
the fault plane at seismogenic depths is manifested at the
surface.

The major sources of uncertainty in the displace-
ment data set reflect the following: (1) documentation of
less than the entire fault rupture trace; (2) lack of suitable
features (e.g., stratigraphy, streams, or cultura] features)
for measuring displacement; (3) distribution of displace-
ment along multiple fault strands, or distributed shearing
over a broad fault zone; (4) modification of the fault scarp
by landsliding or erosion; (5) increase in displacement
due to afterslip; (6) inadequately documented locations
of slip measurements; and (8) measurements of slip on
geomorphic features displaced by repeated earthquakes
or postearthquake creep.

Earthquakes are selected for regression analyses in-
volving displacement if the data met all of the following
criteria: (1) type of displacement (strike slip, reverse,
normal) and nature of measurement (maximum oOr av-
erage surface slip) are known; (2) slip occurred primarily
on a single fault, or the total slip across a zone of faults
is known; (3) net maximum displacement is calculated
from horizontal and vertical components of slip mea-
sured at a single locality; and (4) the measured displace-
ment can be attributed uniquely to the most recent earth-
quake. In addition, for average displacement, the estimate
is calculated from the sum of numerous contempora-
neous displacement measurements, or was reported in
literature by researchers who investigated the entire length
of the surface rupture.

Regression Models

Numerous regression models exist for evaluating the
relationship between any pair of variables, including
models for linear or nonlinear relationships and normal
(Gaussian) or nonparametric distributions of data. Most
previous studies of fault rupture parameters used a sim-
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ple linear regression model such as ordinary least squares.
Other models considered for this study included least-
normal squares and reduced major axis (Troutman and
Williams, 1987). These models have the advantage of
providing a unique solution regardless of which variable
is chosen to be the dependent variable. Although this
unique solution provides the best fit to all the data, and
thus the most accurate interpretation of the relationship
between variables, it does not minimize the error in pre-
dicting any individual variable. An ordinary least-squares
model, however, calculates a nonunique solution that
minimizes the error in predicting the dependent variable
from the independent variable (Troutman and Williams,

D. L. Wells and K. J. Coppersmith

1987). Thus, because we are interested in predicting pa-
rameters to evaluate seismic hazard, and to make our
new empirical relationships comparable to previously
determined relationships, we use an ordinary least-squares
regression model for ail analyses.

A further consideration in selecting a regression model
is how it treats uncertainties in the data. Based on their
detailed analysis of the “measurement” uncertainties as-
sociated with magnitudes (Mj), surface rupture lengths,
and maximum displacements, Bonilla et al. (1984) noted
that for any given earthquake, the stochastic variance
(earthquake-to-earthquake differences) in these rupture
parameters dominates errors in measurement. Specifi-
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cally, they observed that a weighted least-squares model,
which incorporates estimated measurement etrors as a
weighing factor, provides no better correlations than does
an ordinary least-squares regression model. Similarly,
Singh et al. (1980) analyzed the effects of data errors on
solutions from linear and quadratic regressions. They
concluded that there are significant difficulties in esti-
mating the errors in source parameters, and that includ-
ing estimated errors did not significantly improve the
statistical correlations.

Although earthquake-specific uncertainties in the
measured data are not listed in Table 1, the uncertainty
in each listed parameter falls within the limits of ac-
ceptability defined by the selection criteria, except for
those parameters shown in parentheses. The parameters
shown in parenthesis are excluded from the regression
analyses because the uncertainties in the values are too
large; however, these values are included in the data set
for the sake of completeness. Thus, we consider the
measurement uncertainties during the data selection pro-
cess, but not for the regression analyses. For the 244
earthquakes included in the analyses, the uncertainties
in measurements for any given earthquake are consid-
ered much smaller than the stochastic variation in the
data set as a whole.

One assumption of ordinary least-squares models is
that the residuals have a normal distribution. Because
many geologic and seismologic variables do not have a
normal distribution, it is necessary to transform the data
to a logarithmic form; this transformed data typically has
a normal distribution (Davis, 1986). To test the as-
sumption that the data sets have a (log) normal distri-
bution, we calculate residuals between the empirical data
and the predicted independent variable from each regres-
sion equation. We complete X tests for binned and un-
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binned data sets for each set of residuals. We compute
the optimum number of bins for each data set using the
method of Benjamin and Cornell (1970). The X* tests
indicate that the distribution of residuals for all data sets
is consistent with a normal distribution of data at a 95%
significance level. We also examine the distribution of
residuals for each data set to evaluate the fit of the data
to the regression model. Because the distribution of re-
siduals shows no obvious trends, a linear regression model
provides a satisfactory fit to the data (Fig. 8).

One significant change from the methods and results
of most previous studies is that our analyses present
regressions based on moment magnitude (M) rather than
surface-wave magnitude (M). During preliminary anal-
ysis of the regression relationships, we observed that the
standard deviation of magnitude is consistently smaller
for relationships based on M than for relationships based
on M;. In addition, the correlation coefficient generally
is slightly higher for M relationships than for M rela-
tionships. One advantage, however, to using M;-based
relationships is that the number of events in each rela-
tionship is increased. We consider the smaller standard
deviations and generally improved correlations for M-
based relationships more important than increasing the
size of the data set. We present only regressions based
on M; for different applications, however, M-based re-
lationships may be calculated from the data set.

Regression Results and Statistical Significance

Ordinary least-squares regression analyses (Tables
2A and 2B) include regression of M and log,, of surface
rupture length, subsurface rupture length, downdip rup-
ture width, rupture area, maximum surface displace-
ment, and average surface displacement as a function of
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slip type. Regressions of surface rupture length and max-
imum and average displacement also are presented (Ta-
ble 2C). Regression descriptors include number of events,
regression coefficients (a and b), standard error of the
coefficients, standard deviation of the dependent vari-
able (s), correlation coefficient (r), and data range. The
empirical relationships have the foorm y = a + b * log
(x) orlog (y) = a + b = log (x), where y is the dependent
variable and x is the independent variable. Two plots are
presented for each pair of parameters. The first shows
the data, the “all-slip-type” regression line (i.e., the
regression fit to all of the data), and the 95% confidence
interval (Figs. 9a through 16a). The second shows the
regression lines for individual slip types (Figures 9b
through 16b). The length of the regression line shows
the range of data for each empirical relationship.

We calculate ¢ statistics for the correlation coeffi-
cient to evaluate the significance of each relationship. A
t distribution estimates a probability distribution based
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on the size of the data set. We use a ¢ test to calculate
critical values of ¢, then compare these values to critical
values of 7 for a selected significance level. We evaluate
significance levels for a two-tailed distribution, because
the correlation may be positive or negative. All rela-
tionships are significant at a 95% probability level, ex-
cept for the reverse-slip relationships for maximum and
average displacement. These relationships are not sig-
nificant because the position of the regression line is poorly
constrained by the data; they are shown in brackets in
Table 2 because they are not considered useful for pre-
dicting dependent variables. Furthermore, we exclude
them from comparisons to regression lines for other re-
lationships. The results of our analyses indicate a poor
correlation between surface displacement and other rup-
ture parameters for reverse-slip earthquakes. The re-
verse-slip relationships excluded from further analysis
include maximum displacement versus magnitude, av-
erage displacement versus magnitude, surface rupture

Table 2A
Regressions of Rupture Length, Rupture Width, Rupture Area, and Moment Magnitude (M)
g::g:;n;r:j Standard Correlation
Slip Number of Deviation Coefficient Magnitude Length/Width
Equation* Typet Events a(sa) b(sb) s r Range Range (km)
M = a + b * log (SRL) SS 43 5.16(0.13) 1.12(0.08) 0.28 0.91 5.6 10 8.1 1.3 to 432
R 19 5.00(0.22) 1.22(0.16) 0.28 0.88 54t074 3.3t085
N 15 4.86(0.34) 1.32(0.26) 0.34 0.81 521073 2.5 to 41
All 71 5.08(0.10) 1.16(0.07) 0.28 0.89 5.2 t0 8.1 1.3 to 432
log(SRL)y =a + b*M SS 43 —3.55(0.37) 0.74(0.05) 0.23 0.91 5.6t0 8.1 1.3 to 432
R 19 —2.86(0.55) 0.63(0.08) 0.20 0.88 54t074 3.31t0 85
N 15 —2.01(0.65) 0.50(0.10) 0.21 0.81 52t 7.3 2.5 to 41
All 77 —3.22(0.27) 0.69(0.04) 0.22 0.89 5.2 to 8.1 1.3 to 432
M = a + b * log (RLD) SS 93 4.33(0.06) 1.49(0.05) 0.24 0.96 4.8 to 8.1 1.5 t0 350
R 50 4.49(0.11) 1.49(0.09) 0.26 0.93 4.8107.6 1.1 to 80
N 24 4.34(0.23) 1.54(0.18) 0.31 0.88 52t07.3 3.8t0 63
All 167 4.38(0.06) 1.49(0.04) 0.26 0.94 4.8t 8.1 1.1 to 350
logRLD)=a+bx*M SS 93 —2.57(0.12) 0.62(0.02) 0.15 0.96 4.8 to 8.1 1.5 to 350
R 50 —2.42(0.21) 0.58(0.03) 0.16 0.93 48107.6 1.1 to 80
N 24 —1.88(0.37) 0.50(0.06) 0.17 0.88 52073 3.8 t0 63
All 167 —2.44(0.11) 0.59(0.02) 0.16 0.94 4.8 t0 8.1 1.1 to 350
M = a + b * log (RW) SS 87 3.80(0.17) 2.59(0.18) 0.45 0.84 4.8 to 8.1 1.5 to 350
R 43 4.37(0.16) 1.95(0.15) 0.32 0.90 48107.6 1.1 to 80
N 23 4.04(0.29) 2.11(0.28) 0.31 0.86 52t0 7.3 3.8 t0 63
All 153 4.06(0.11) 2.25(0.12) 0.41 0.84 4.8 to 8.1 1.1 to 350
log RW) =a+ b*M SS 87 —0.76(0.12) 0.27(0.02) 0.14 0.84 4.8 to 8.1 1.5 to 350
R 43 —1.61(0.20) 0.41(0.03) 0.15 0.90 48t07.6 1.1 to 80
N 23 —1.14(0.28) 0.35(0.05) 0.12 0.86 52t07.3 3.8 to 63
All 153 —1.01(0.10) 0.32(0.02) 0.15 0.84 4.8 to 8.1 1.1 to 350
M = a + b * log (RA) SS 83 3.98(0.07) 1.02(0.03) 0.23 0.96 4.8 t0 7.9 3to 5,184
R 43 4.33(0.12) 0.90(0.05) 0.25 0.94 4810 7.6 2.2 to 2,400
N 22 3.93(0.23) 1.02(0.10) 0.25 0.92 52t 7.3 19 to 900
All 148 4.07(0.06) 0.98(0.03) 0.24 0.95 48t0 7.9 2.2 to 5,184
log(RA)=a+bxM SS 83 ~3.42(0.18) 0.90(0.03) 0.22 0.96 48t07.9 310 5,184
R 43 —3.99(0.36) 0.98(0.06) 0.26 0.94 48107.6 2.2 to 2,400
N 22 ~2.87(0.50) 0.82(0.08) 0.22 0.92 52t 7.3 19 to 900
All 148 ~3.49(0.16) 0.91(0.03) 0.24 0.95 4.8t0 7.9 2.2 to 5,184

*SRIL—surface rupture length (km); RLD-—subsurface rupture length (km); RW—downdip rupture width (km), RA—rupture area (km?).

tSS—strike slip; R—reverse; N—normal.



Empirical Relationships among Magnitude, Rupture Length, Rupture Width, Rupture Area, and Surface Displacement 991

length versus maximum displacement, and surface rup-
ture length versus average displacement. We also eval-
uate regressions between M and displacement; we ob-
serve similar trends in correlation coefficients and standard
deviations for each slip type.

Analysis of Parameter Correlations

The empirical regressions for all-slip-type relation-
ships (Table 2) as well as the data plots (Figs. 9a through
16a) enable us to evaluate the correlations among var-
ious rupture parameters. The strongest correlations (r =
0.89 to 0.95) exist between magnitude (M) and surface
rupture length, subsurface rupture length, and rupture area.
These regressions also have the lowest standard devia-
tions (s = 0.24 to .28 magnitude units). Magnitude ver-
sus displacement relationships have lower correlations
(r = 0.75 to 0.78) and higher standard deviations (s =
0.39 to 0.40 magnitude units). Displacement versus length
relationships have the weakest correlation (r = 0.71 to
0.75), with standard deviations of 0.36 to 0.41 magni-
tude units. These results indicate that displacement and
rupture length generally correlate better with magnitude
than with each other. The weaker correlations may re-
flect the wide range of displacement values (variations
as great as 1 1/4 orders of magnitude) observed for rup-
tures of the same length (Figs. 12a and 13a).

In general, the relatively high correlations (r > 0.7)
and low standard deviations for all the regressions in-
dicate there is a strong correlation among the various
rupture parameters, and that these regressions may be
used confidently to estimate dependent variables.

Because our relationships are based on M rather than

Mj, a quantitative comparison with most regressions cal-
culated for previous studies cannot be made. For the sur-
face rupture length and maximum displacement regres-
sions based on M; that we calculated during our
preliminary analyses, we observed that the correlation
coefficients generally were slightly higher, and the stan-
dard deviations were lower, than for the regressions cal-
culated by Bonilla et al. (1984), Slemmons (1982),
Slemmons et al. (1989), and Wesnousky (1986). We also
observed that our regressions typically provided similar
magnitude estimates to the relationships of Slemmons,
and slightly lower magnitude estimates than the rela-
tionships of Bonilla er al. (1984). The coefficients for
our all-slip-type rupture area regression are similar to the
coefficients estimated by Wyss (1979) for an M versus
rupture area relationship. Further, because the data sets
we use to calculate regressions typically are much larger
than the data sets used for previous studies, even qual-
itative comparisons among results of different studies are
difficult to evaluate.

Effects of Slip Type on Regressions

By comparing the regressions for various slip types
(Figs. 9b through 16b), we may evaluate the differences
in magnitude or displacement that will result from a given
fault parameter as a function of the sense of slip. The
sensitivity of the regressions to the sense of slip greatly
affects their application, because estimating the sense of
slip of a fault may be difficult. If the regressions are
insensitive to slip type, such a determination would be
unnecessary, and using the all-slip-type regression would
be appropriate. A further advantage to using all-slip-type

Table 2B
Regressions of Displacement and Moment Magnitude (M)

Coefficients and

d .
Slip Number of Standard Errors ;2’?:::[1 gzer;ef::::: Magnitude Displacement

Equation* Typef Events a(sa) b(sb) s r Range Range (km)
M = a + b * log (MD) SS 43 6.81(0.05) 0.78(0.06) 0.29 0.90 5.6 to 8.1 0.01 to 14.6
{R? 21 6.52(0.11) 0.44(0.26) 0.52 0.36 541074 0.11106.5}

N 16 6.61(0.09) 0.71(0.15) 0.34 0.80 52t 7.3 0.06 to 6.1
All 80 6.69(0.04) 0.74(0.07) 0.40 0.78 5.2t 8.1 0.01 to 14.6
log(MD) =a+b+xM SS 43 —7.03(0.55) 1.03(0.08) 0.34 0.90 5.6t 8.1 0.01 to 14.6
{R 21 —1.84(1.14) 0.29(0.17) 0.42 0.36 541074 0.11 t0 6.5}

N 16 ~5.90(1.18) 0.89(0.18) 0.38 0.80 52t 7.3 0.06 to 6.1
All 80 —5.46(0.51) 0.82(0.08) 0.42 0.78 5.2 to 8.1 0.01 to 14.6

M =a+ b = log (AD) SS 29 7.04(0.05) 0.89(0.09) 0.28 0.89 5.6 10 8.1 0.05 to 8.0
{R 15 6.64(0.16) 0.13(0.36) 0.50 0.10 58t74 0.06 0 1.5}

N 12 6.78(0.12) 0.65(0.25) 0.33 0.64 6.0 to 7.3 0.08 to 2.1

All 56 6.93(0.05) 0.82(0.10) 0.39 0.75 5.6to 8.1 0.05 to 8.0

log(AD) =a +b*M SS 29 —6.32(0.61) 0.90(0.09) 0.28 0.89 5.6 to 8.1 0.05 to0 8.0
{R 15 —0.74(1.40) 0.08(0.21) 0.38 0.10 581074 0.06 10 1.5}

N 12 —4.45(1.59) 0.63(0.24) 0.33 0.64 6.0to 7.3 0.08 to 2.1

All 56 ~4.80(0.57) 0.69(0.08) 0.36 0.75 5.6 t0 8.1 0.05 to 8.0

*MD—maximum displacement (m); AD—average displacement (M),

+8S—strike slip; R—reverse; N—normal.

$Regressions for reverse-slip relationships shown in italics and brackets are not significant at a 95% probability level.
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Table 2C
Regressions of Surface Rupture Length and Displacement
Coefficients and
Standard Correlation
Stip Number of Standard Errors Deviation Coefficient Displacement Ruptare Length
Equation* Typet Events a(sa) b(sb) s r Range (m) Range (km)
log (MD) = a + b *log (SRL) SS 55 —1.69(0.16)  1.16(0.09) 0.36 0.86 0.01 to 14.6 1.3 to0 432
{R% 21 —0.44(0.34) 0.42(0.23) 0.43 0.38 0.11106.5 4 to 148}
N 19 —1.98(0.50) 1.51(0.35) 0.41 0.73 0.06 to 6.4 3.8t0 75
All 95 —1.38(0.15) 1.02(0.09) 0.41 0.75 0.0l to 146 1.31t0432
log (SRL) = a + b x log (MD) SS 55 1.49(0.04)  0.64(0.05) 0.27 0.86 0.0l to 14.6 1.3 t0 432
{R 21 1.36(0.09) 0.35(0.19) 0.39 0.38 0.11t06.5 4 to 148}
N 19 1.36(0.05) 0.35(0.08) 0.20 0.73 0.06 to 6.4 38t075
All 95 1.43(0.03) 0.56(0.05) 0.31 0.75 0.0l to 14.6 1.3 10432
log (AD) =a + b *log (SRL) SS 35 —1.70(0.23) 1.04(0.13) 0.32 0.82 0.10 to 8.0 3.8 to 432
{R 17 —-0.60(0.39) 0.31(0.27) 0.40 0.28 0.06 to 2.6 6.7 to 148}
N 14 -1.99(0.72) 1.24(0.49) 0.37 0.59 0.08 to 2.1 15t0 75
All 66 —1.43(0.18) 0.88(0.11) 0.36 0.71 0.06 to 8.0 3.8 to 432
log (SRL) = a + b * log (AD) SS 35 1.68(0.04)  0.65(0.08) 0.26 0.82 0.10 to 8.0 3.8 to 432
{R 17 1.45(0.10) 0.26(0.23) 0.36 0.28 0.06 t0 2.6 6.7 to 148}
N 14 1.52(0.05) 0.28(0.11) 0.17 0.59 0.08 t0 2.1 15t0 75
All 66 1.61(0.04) 0.57(0.07) 0.29 0.71 0.06 to 8.0 3.8 to 432
*SRL—surface rupture length (km); MD—maximum displacement (m); AD—average displacement (m).
§SS-—strike slip; R—reverse; N——normal.
tRegressions for reverse-slip relationships shown in italics and brackets are not significant at a 95% probability level.
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Figure 9.

Surface Rupture Length (km)

(a) Regression of surface rupture length on magnitude (M). Regres-

sion line shown for all-slip-type relationship. Short dashed line indicates 95%
confidence interval. (b) Regression lines for strike-slip, reverse, and normal-slip
relationships. See Table 2 for regression coefficients. Length of regression lines

shows the range of data for each relationship.
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Figure 10. (a) Regression of maximum surface displacement on magnitude
(M). Regression line shown for all-slip-type relationship. Short dashed line in-
dicates 95% confidence interval. (b) Regression lines for strike-slip, reverse, and
normal-slip relationships. See Table 2 for regression coefficients. Length of
regression lines shows the range of data for each relationship.
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regressions is that the range of application for the regres-
sions is larger than for single-slip type regressions.

Visually, there is little difference in the position of
the regression lines as a function of the sense of slip for
surface rupture length, subsurface rupture length, or rup-
ture area (Figs. 9b, 15b, and 16b). Other relationships
show larger differences between the position of the
regression lines (Figs. 10b through 14b). To evaluate the
statistical significance of the differences in the results,
we use ¢ statistics to compare the regression coefficients
for individual slip-type data sets to the coefficients for
the rest of the data (i.e., SSto N + R, Nto R + SS§,
and R to SS + N). We also evaluate individual slip re-
lationships to each other (SS to R, SS to N, R to N).
We use the statistical analysis to evaluate whether
regression coefficients differ at high levels of signifi-
cance (generally 95%). In some cases, as discussed be-
low, we examine the coefficients at higher levels of sig-
nificance (e.g., 99%). In the following discussion, the
difference between regression coefficients is considered
negligible if they are not different at a 95% significance
level. The difference between regression coefficients be-
comes appreciable if they are different at higher levels
of significance.

We observe no difference as a function of slip type
at a 95% significance level (i.e., the regression coeffi-
cients do not differ at a 95% significance level) for re-

D. L. Wells and K. J. Coppersmith

lationships between surface rupture length and magni-
tude and subsurface rupture length and magnitude. For
these relationships, using the all-slip-type relationship is
appropriate because it eliminates the need to assess the
type of fault slip. Furthermore, the uncertainty in the
mean is smaller for the all-slip-type relationship than for
any individual slip-type regression, because the data set
is much larger.

For rupture area versus magnitude, we observe no
difference in the coefficients of strike slip and normal
regressions at a 95% significance level. The reverse
regression coefficients differ from normal and strike-slip
coefficients at all levels of significance. For downdip
rupture width versus magnitude, the coefficients of re-
verse and strike-slip regressions differ at all levels of sig-
nificance. Normal and strike-slip coefficients, and re-
verse and normal coefficients do not differ at 95 to 98%
significance. These results indicate that the reverse-slip
regression may be most appropriate for estimating mag-
nitude, rupture width, or rupture area for reverse-slip
faults, whereas the all-slip-type regression may be ap-
propriate for other fault types.

We note, however, that even though the regression
coefficients may differ at various levels of significance,
the actual difference between the expected magnitudes
that the regressions provide typically is very small. For
example, for an expected rupture area of 100 km’, strike-
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Figure 12.

Surface Rupture Length (km)

(a) Regression of surface rupture length on maximum displace-

ment. Regression line shown for ali-slip-type relationship. Short dashed line in-
dicates 95% confidence interval, (b) Regression lines for strike-slip, reverse, and
normal-slip relationships. See Table 2 for regression coefficients. Length of
regression lines shows the range of data for each relationship.
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Figure 13. (a) Regression of surface rupture length on average displacement.
Regression line shown for all-slip-type relationship. Short dashed line indicates
95% confidence interval. (b) Regression lines for strike-slip, reverse, and normal-
slip relationships. See Table 2 for regression coefficients. Length of regression
lines shows the range of data for each relationship.
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Figure 14. (a) Regression of subsurface rupture length on magnitude (M).
Regression line shown for all-slip-type relationship. Short dashed line indicates
95% confidence interval. (b) Regression lines for strike-slip relationships. See
Table 2 for regression coefficients. Length of regression lines shows the range
of data for each relationship.
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Rupture Area (km2)

Figure 16.
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Figure 15. (a) Regression of downdip rupture width on magnitude (M).
Regression line shown for all-slip-type relationship. Short dashed line indicates
95% confidence interval. (b) Regression lines for strike-slip, reverse, and normal-
slip relationships. See Table 2 for regression coefficients. Length of regression
lines shows the range of data for each relationship.
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(a) Regression of rupture area on magnitude (M). Regression line
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ships. See Table 2 for regression coefficients. Length of regression lines shows

the range of data for each relationship.
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slip regressions indicate an expected magnitude of M 6.0,
whereas reverse and normal regressions indicate M 6.1
and M 6.0, respectively. For an expected rupture area
of 5000 km®, all regressions indicate an expected mag-
nitude of M 7.7 to 7.8. Differences of more than 0.2
magnitude units occur only at magnitudes less than M
5.0. Because the difference in these magnitude estimates
is small, the all-slip-type relationship for rupture area
versus magnitude is appropriate for most applications.
The difference between magnitude estimates for rupture
width versus magnitude relationships also is small, thus,
the all-slip-type relationship again is preferred for most
applications.

In contrast, regressions for displacement relation-
ships show larger differences as a function of slip type.
Visually, the positions of regression lines for normal and
strike-slip data sets vary somewhat for magnitude versus
maximum displacement and magnitude versus average
displacement relationships (Figs. 10b and 11b). Apply-
ing ¢ statistics to these relationships shows that strike-
slip and dip-slip (normal plus reverse) coefficients differ
at all significance levels. Normal-slip coefficients do not
differ from strike-slip plus reverse coefficients at a 95%
significance level. Because strike-slip relationships are
well correlated and have low standard deviations (+ =
0.89 and s = 0.29), using these regressions (magnitude
versus maximum or average displacement) may be ap-
propriate when the expected slip type is assessed with a
high degree of confidence. For situations in which the
slip type is uncertain, or for normal and reverse-slip faults,
the all-slip-type regression may provide the most reliable
results.

Small differences occur in the position of normal and
strike-slip regression lines for relationships between dis-
placement and surface rupture length (Figs. 12b and 13b).
Evaluation of ¢ statistics for displacement versus surface
rupture length relationships shows that normal and strike-
slip coefficients do not differ at a 95% significance level.
Because the strike-slip regression has the highest cor-
relation (0.86 and 0.82) and the lowest standard devia-
tion (0.36 and 0.32) of the three slip types, for maxi-
mum and average displacement regressions, respectively,
it may provide the most reliable results when the ex-
pected slip type is assessed with a high degree of con-
fidence. The all-slip-type relationship may be appropri-
ate for other situations.

Effects of Data Selection

We evaluated the relative stability of individual re-
lationships with respect to changes in the data set (i.e.,
addition or deletion of events or changes in the source
parameters). We tested the sensitivity of the correlations
by removing two data points at random from each data
set and recalculating the regression coefficients. Rela-
tionships that include more than approximately 14 data
points are considered stable because there is no differ-

ence at a 95% significance level between the regression
coefficients for both data sets. We consider relationships
that are based on fewer than 10 data points to be unsta-
ble, because changes in these smaller data sets may pro-
duce significant changes in the regression coefficients.
We also observe that larger data sets typically have higher
correlations and lower standard deviations.

It is interesting to note that although there are far
more data points for subsurface rupture length and rup-
ture area relationships (for all-slip-type regressions) than
for surface rupture relationships, they have only- slightly
higher correlation coefficients and slightly lower stan-
dard deviations (Table 2). This suggests that these three
regressions are very stable and are unlikely to change
significantly with additional data. Because the surface
and subsurface rupture parameters are measured by dif-
ferent techniques, the similar statistical correlation also
implies that the variability in the data sets is stochastic
in nature, and does not result from errors in measure-
ment techniques. It is expected that variable expression
of subsurface ruptures at the surface might result in a
weaker correlation between surface rupture length and
magnitude than between subsurface rupture length and
magnitude. However, both relationships are well cor-
related and have similar statistical variability.

Effects of Tectonic Setting

Recent studies relate magnitude to rupture length and
to displacement and relate seismic moment to rupture
length for regions of different geographic setting, tec-
tonic setting, or regional crustal attenuation character-
istics (e.g., Acharya, 1979; Wesnousky er al., 1983;
Bonilla ef al., 1984; Nowroozi, 1985; Khromovskikh,
1989; Slemmons et al., 1989; dePolo ez al., 1991; John-
ston, 1991). One goal of this study is to evaluate whether
the tectonic setting of a region might have a greater ef-
fect on regressions than does the type of fault slip. The
results of Slemmons ez al. (1989) suggest that separating
data by compressional and extensional settings is insig-
nificant for rupture length relationships, but may be sig-
nificant for displacement relationships. The data in Ta-
ble 1 are separated into compressional and extensional
settings, and regression coefficients are calculated for each
all-slip-type relationship (excluding average displace-
ment). We use ¢ statistics to compare the coefficients (a
and b) of extensional and compressional regressions, and
we observe no difference between the coefficients at a
95% significance level for any of the relationships. Thus,
the difference between the extensional and compres-
sional coefficients is insignificant.

Johnston (1991) calculated regressions of magnitude
versus surface rupture length and magnitude versus max-
imum displacement for data from stable continental re-
gions (SCR’s). His results were not significantly differ-
ent from regressions for non-SCR data sets. We also
calculate all-slip-type regressions for the SCR earth-
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quakes in our data base and compare these results to data
from the rest of the world. Because the SCR data sets
for surface rupture length and displacement relationships
contain only six to seven earthquakes and the correla-
tions are low (r < 0.75), these relationships are not sig-
nificant at a 95% probability level and are not considered
further. Relationships for magnitude versus subsurface
rupture length, magnitude versus rupture width, and
magnitude versus rupture area comprise 18, 17, and 17
earthquakes, respectively, are well correlated (r > 0.9),
and are significant at a 95% probability level. Compar-
ing SCR regression coefficients to non-SCR cocetficients
shows that the rupture area regressions differ at a 95%
significance level, whereas the subsurface rupture length
and rupture width regression coefficients do not differ at
a 95% significance level. We note, however, that the
difference in expected magnitudes generally is small (less
than 0.2 M) for these regressions (Fig. 17). These results
indicate that subdividing our data set according to var-
ious tectonic settings or geographic regions does not
greatly improve the statistical significance of the regres-
sions.

Discussion

The primary purpose of developing regression re-
lationships among various earthquake source parameters
is to predict an expected value for a dependent parameter
from an observed independent parameter. Because we
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calculate the regressions by the method of ordinary least
squares, the coefficients presented in Table 2 are for es-
timating the dependent variable. The independent and
dependent variables will depend on the application—either
the expected magnitude for a given fault parameter, or
the expected fault parameter for a given magnitude. Ta-
ble 2 gives the normal and inverted regression coeffi-
cients as a function of the sense of slip.

Note that the values of dependent variables derived
from these regression formulas are expected values. Thus,
the calculated values are expected to be exceeded in 50%
of the earthquakes associated with the given value of the
independent variable. Bonilla et al. (1984) discuss tech-
niques for evaluating dependent variables at lower ex-
ceedance probabilities. In addition, the formulas in Ta-
ble 2 are not applicable to values of the independent
variable that lie outside the data range listed for each
regression.

The empirical relationships presented here can be used
to assess maximum earthquake magnitudes for a partic-
ular fault zone or an earthquake source. The assumption
that a given magnitude is a maximum value is valid only
if the input parameter, for instance the rupture length,
also is considered a maximum value. For example, sup-
pose we are interested in assessing the maximum mag-
nitude that a fault is capable of generating, and that we
have sufficient data to estimate the possible length and
downdip width of future ruptures. Evaluating the seg-
mentation of a fault zone (e.g., Schwartz and Copper-
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smith, 1986) provides a basis for assessing the maximum
length of future ruptures. The depths of earthquake hy-
pocenters, together with the dip of the fault, limit the
maximum downdip width of future ruptures. Given that
the length and width are assessed to be maximum values,
empirical relations between magnitude and rupture length
and rupture area will provide the expected maximum
magnitudes. These are expected maximum magnitudes
for the given maximum fault parameters. However, be-
cause there is dispersion associated with the statistical
relations, both higher and lower magnitudes are possible
for any single event having the given rupture parameters.
The standard deviation for each regression provides a
measure of that dispersion.

Regarding regressions between magnitude and sub-
surface rupture length and rupture area, previous studies
indicate that the size and depth of the earthquake, as well
as the nature of near-surface materials, have a significant
effect on whether the subsurface rupture is partly or fully
expressed by faulting at the surface (e.g., Amaike, 1987;
Berberian and Papastamatiou, 1978; Bernard and Zollo,
1989; Bonilla, 1988). In addition, the absence of surface
rupture during some large-magnitude earthquakes (greater
than M 7), and the occurrence of surface rupture for some
smaller-magnitude earthquakes (less than M 5.5), show
that there are large variations in rupture at the surface.
Thus, variation in the geologic conditions and the hy-
pocentral depths of future earthquakes will have uncer-
tain effects on the extent of future surface ruptures. In
contrast, subsurface rupture length and rupture area, which
are estimated from the spacial distribution of after-
shocks, are not subject to these uncertainties. For ex-
ample, in the subsurface, earthquakes typically appear
to rupture individual fault segments, and the segment
boundaries are defined at the surface by various geo-
metric, structural, or geologic features (Knuepfer, 1989).
During some earthquakes, however, even though an en-
tire segment ruptures in the subsurface, the rupture may
not propagate over the full length of the segment at the
ground surface. Thus, we believe that subsurface rupture
length regressions are appropriate for estimating mag-
nitudes for expected ruptures along single or multiple
fault segments. Where the extent of previous ruptures at
the surface can be evaluated, however, surface rupture
length regressions are appropriate for estimating ex-
pected magnitudes. Applying subsurface rupture length
and rupture area relations to estimating magnitudes may
help to overcome uncertainties associated with estimat-
ing the surface rupture length for some seismic sources.

The regressions for subsurface rupture length and
rupture area also provide a basis for estimating the mag-
nitudes of earthquakes that may occur on subsurface
seismic sources such as blind thrust faults, which cannot
be evaluated from surface observations. Furthermore,
regressions on subsurface parameters include data for
moderate-magnitude earthquakes (in the range of mag-

nitude S to 6), allowing the characterization of relatively
small seismic sources that may not rupture the surface.

The use of empirical regressions to assess maximum
magnitudes typically involves developing several mag-
nitude estimates from which a maximum magnitude value
is selected or an uncertainty distribution is constructed.
Various segmentation models have been proposed to de-
fine the reaches of a fault zone that are relatively con-
tinuous and behave similarly (Schwartz and Copper-
smith, 1986; Schwartz, 1988). Estimates of the possible
lengths of future ruptures involve considering the pos-
sibilities that one or more of these segments might rup-
ture. Alternative rupture scenarios and associated rupture
lengths result in multiple estimates of earthquake mag-
nitude using a single regression relationship, such as sur-
face rupture length versus magnitude or subsurface rup-
ture length versus magnitude. Further, if the downdip
geometry of a fault zone is known, the rupture width and
rupture area relationships provide additional magnitude
estimates. Detailed geologic studies along a fault zone
can result in estimates of the maximum and average dis-
placement associated with individual paleoseismic events
along the fault zone. These displacement estimates also
may be used with the appropriate regressions to assess
expected magnitudes. Ultimately, developing a maxi-
mum magnitude estimate involves judging which rupture
scenarios are most credible, which rupture parameters
(e.g., rupture length, area, and displacement) represent
maximum parameters, and the relative preference for the
various regressions {perhaps based on the dispersion as-
sociated with each regression). For probabilistic seismic
hazard analyses, these considerations and estimates may
be combined into a probabilistic distribution of the max-
imum magnitude (Coppersmith, 1991).

In addition to assessing maximum magnitudes, the
regressions presented in this study have other potential
engineering applications. For example, seismic design
criteria for facilities such as pipelines and tunnels require
estimates of the amount of displacement that might occur
where the facility crosses a fault. The regressions of dis-
placement on magnitude provide the expected values for
a given earthquake magnitude. In particular, the average
displacement regression provides the mean displacement
along the length of a rupture, and the maximum displace-
ment regression provides the expected largest slip at a
point along a rupture. In most applications, the average
displacement is desired because it is unknown, prior to
a rupture event, whether the facility lies at the point where
the maximum displacement will occur. The maximum
displacement regression might be used to provide a con-
servative upper bound for engineering design.

Conclusions

The data base reveals that surface rupture length typ-
ically is equal to 75% of the subsurface rupture length,



1000

and the average surface displacement typically is equal
to one-half of the maximum surface displacement. The
ratio of surface rupture length to subswrface rupture length
increases slightly as magnitude (M) increases. There is
no apparent relationship between the ratio of average
displacement to maximum displacement and magnitude
(M). We calculate the average subsurface displacement
on the fault plane from the rupture area and the seismic
moment; this is more than the average displacement and
less than the maximum displacement measured at the
surface. Thus, for many earthquakes in our data base,
most slip on the fault plane at seismogenic depths prop-
agates to the surface. We also note that there is no sys-
tematic difference between M, and M for the events in
the data base over the range of magnitude 5.7 to 8.0.
However, M; is systematically smaller than M for mag-
nitudes less than 5.7.

The empirical regressions show a strong correlation
between magnitude and various rupture parameters, which
enables us confidently to use these relationships to es-
timate magnitudes or rupture parameters. The regres-
sions between magnitude and surface rupture length,
subsurface rupture length, downdip rupture width, and
rupture area are well determined in most cases, having
correlation coefficients of about 0.84 to 0.95 and stan-
dard deviations of about 0.24 to 0.41 magnitude units.
Relationships between displacement and rupture length
or magnitude are less well correlated (correlation coef-
ficient about 0.71 to 0.78).

In most cases, the empirical regressions do not vary
significantly as a function of the sense of slip. The ¢
statistics show that the regression coefficients are not
different at high significance levels for regressions be-
tween magnitude and surface rupture length, and mag-
nitude and subsurface rupture length. Relationships be-
tween magnitude and rupture area, and magnitude and
rupture width, are different at a 95% significance level.
The regression coefficients are similar, however, and
differences in parameters estimated from these regres-
sions typically are small. This conclusion suggests that
the all-slip-type regression may be used for most situa-
tions, and is especially significant for evaluating ex-
pected magnitudes for poorly known faults or blind faults
that lack clear surface expression. The regressions of
displacement versus magnitude show a mild dependency
on the sense of slip in some cases; however, these re-
lationships have the weakest statistical correlations.

Analysis of data sets of various sizes shows that
regressions containing approximately 14 or more data
points are insensitive to changes in the data. Smaller data
sets (less than 10 to 14 data points) generally are sen-
sitive to changes in the data, and correlations may not
be significant. The regressions for subsurface rupture
length and rupture area are based on the largest data sets,
yet show statistical correlations similar to those of the
smaller data set for surface rupture length regressions.
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This suggests that the relationships based on large data
sets (more than 50 earthquakes) are unlikely to change
significantly with the addition of new data.

In evaluating dependency of the relationships on tec-
tonic setting we compare the coefficients (a and b) of
extensional and compressional regressions for each re-
lationship using ¢ statistics. We observed no difference
between the coefficients at a 95% significance level for
any of the relationships; thus, the difference between the
extensional and compressional coefficients is small. We
calculate all-slip-type regressions for the SCR earth-
quakes in our data base and compare these results to data
from the rest of the world. Comparing SCR regression
coefficients to non-SCR coefficients shows that the rup-
ture area regressions differ at a 95% significance level,
whereas the subsurface rupture length regressions do not
differ at this significance level. These results indicate
that subdividing the data set according to various tec-
tonic settings or geographic regions occasionally may
provide slightly different results, but typically does not
improve the statistical significance of the regressions.

Because of the larger number of data and good sta-
tistical correlations, we believe that the all-slip-type
regressions are appropriate for most applications of these
regressions. The use of the regressions for subsurface
rupture length and rupture area may be appropriate where
it is difficult to estimate the near-surface behavior of faults,
such as for buried or blind faults. Reliable estimates of
the maximum expected magnitude for faults should in-
clude consideration of multiple estimates of the expected
magnitude derived from various rupture parameters.
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