1. Elcaywyn

Ta teAevtalo xpovior emITeAeital TEPAOTIA QAVATTUEN OF
TEXVOAOYLEC KOl EPAPUOYEC OYXETLKEC LLE :

- Texvntn Nonpoouvn kat Mnyxavikry Mabnon

- Avamnapadotoon kot Altaxeipton Nnvwong

- AvaAutikn) MeyaAwv Asdopévwy (Aopnpevwy N Mn)

- Edappoyec otnv Blopnyavia (loT), otnv vyeia, oTIc UTtNPEOLEC

Tou Anpoaciou, otnv avamtuén EUTVWV OTILTLWY, TTIOAEWV, OTA
KOWWWVLKA OLKTUQ, KA.



Eknaibevon - YTOOOUEC

e Ta MOVETMLOTAMLO OITOVTOUV OTLC VEEC TIPOKANOCELC
geuntAoutilovtac To TPOYPAUMATA OTIOUSWV WOTE va
SnULoUPYNOoOoUV EEELOLKEUEVO OTEAEXN KOL EMLOTHUOVEC TTOU
Ba eKpeETAAAEUTOUV TOUG TEPACTLOUC OYKOUC TWV OEO0UEVWV

e OLEtalpeiec avantuocoouv texVoAoyleg ou pmopouv va
avaAUouv peyalo dedopeva, dSnULOUPYoUV €EELOIKEUUEVEC
Baoelc bedbouevwy, oxedlalouv Kat uAormolouv pebodouc
oUAAOYNG, emetepyaciac Twv SeSOUEVWY Kal EEQYWYNC
CUUTTEPOACUATWY TIOU KAVOUV TLC TIOPEXOLLEVEC UTINPECLEC TILO
OTTIOTEAECULOLTIKEC.



Napoywyn NMoAUnAoKkwv AeSoUEVWV

Tepaotiol Oykot Asdopevwv: Peta
(1000.000.000.000.000) XapoKTAPECS

Awadopetikee Mopdéc:  Keipeva,
Ewtkoveg, Hyoc, Bivteo, Ovrtoloyieg,
[padol, MNivakec

Katavevnpéva, Auvopika,
OopuBwdn Asdopéva

Alocuvdedepéva AvolKta
Aedopeva: Aloskatoppupla
TPLTAETEC HedOUEVWVY
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ATtO KAOOOLKEC Baoelg Asdopevwy
ota Meyala Asdopeva
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2. Texvntn Nonuoouvn &
Mnyavikn Mabnon

MaBnon <> Nonpoouvn
Nonuoouvn givat n duvatotnta va uaBaivoUulE KOl VO XPNOLULOTTOLOUUE
EVVOLOAOYLKEC TPOCEYYIOELC yla va AUVoULE mpoBAnuata
Mnxavikn Mabnon € Texvnt) Nonpoouvn
* HTN givatl n EMLOTNUN TTOU ETUTPETIEL OE UNYAVEC VA EKTEAOUV EPYAOIEC
JTOU amatouv vonuoaouvn av ektedovvrat amno avdpowrnou¢ (Minsky 1986)

* H MM egivat n rteptoxn tnc TN mou avantuooeL TEYVOAOYIEC Tou
ETUTPETOUV OTIC UNXAVEC VO Uadaivouv

Mati Mnxavikn Madnon? <= MNati Texvnt Nonuoouvn?

* [l va SnNULOUPYOUUE UNYXAVEC UE vonuova cuurtepLpopd (dnA. mou eivai
Lkavec va oUAAoyilovtal, va mpoBAemouv kat va iipoocapuolovtal) evw
Bonvouv touc avipwrtouc otnv epyacia Touc, otnv eknaldevor Toug,
otnv dtaokedaor Touc.



General Questions:

- Where are Al
technologies used now &
where will they come
next?

- How is Al likely to
change my job in the next
ten years?

REINFORCEMENT LEARNING




- It can be said that Al is bringing Natural Intelligence
to machines.

- Itis, however, more useful to list properties that are
characteristic to Al systems:

Question 1: Autonomy

The ability to perform tasks in complex environments
without constant guidance by a user.

- But what is Al?

Adaptivity

The ability to improve performance by learning from
experience.




Question 2:

- Which are the
main Al subfields?

Machine learning
» Systems that improve

their performance in a

given task with more and more experience or

data (Data driven)

Knowledge representation & Reasoning

* Machine understanding of rules, axioms,
ontologies, semantic interoperability

(Knowledge driven)
General vs narrow Al

 Narrow Al handles one task. General Al refers

to a machine that can
task.

handle any intellectual




* Supervised learning: Being given an input, for
example a photograph showing an animal, the
system learns to predict the correct animal
category = Humans provide many labeled

Question 3: examples of different animals.

* Unsupervised learning: Data are provided for
training, but with no labels; the system groups

] ) similar inputs to form {‘clusters”, or reduces

= Which are the main data to a small number of important

ML methodologies? “dimensions”.

* Reinforcement learning: An ML system, like a
self-driving car, operates in an environment;
feedback about good or bad choices is
provided, by the environment, with some
delay and used to update it.




Training & Test Datasets
* Split the data we possess in two parts: the training

Question 4: data and the test data.
* Train the ML system using onIK training data 2>
4 g : create a model that predicts the output based on the
How O we train an input data

ML system, in « Test if the system has learnt to solve the problem,
supervised learning, to i.e., if it can generalize to other data = apply it to
predict the outcome in the test data and evaluate its performance on these.
a problem? * If performance is not good = the problem can be:

underfitting (need to train a more complex system)
overfitting (stop learning because system learns to
analyze the specific data/& not solve the problem);
use a third (validation) dataset to check when to
stop & avoid overfitting.




Question 5:

- What is Deep

Learning and Deep
Neural Networks?

Deep Learning

* DL refers to ML techniques composed of
many “layers” of simple processing units
(neurons) connected in a way that the input
to the system is passed through each layer in
turn, producing the final output.

* Deep Neural Networks are such
architectures, inspired by visual information

processing in the brain.



Question 6: 1. Collection of Data (e.g., CIFAR-10)

- How do we train &
use (Deep) Neural
Networks?

Image Representation




Question 6 2. (Convolutional) Neural Networks, (C)NNs

(Cont)' - Input: the collected data/images (e.g.,
_ 3072 numerical values of the pixels per
- How do we train image)
(Deep) Neural 0 . th . 10
e orks? - Output: the categories (e.g., 10 image
classes)

- Number of Layers: e.g., 1 (hidden) layer of
100 neurons

- Training the (C)NN - compute the
network parameters (weights: W1, W2)
using the Backpropagation algorithm, the
training dataset and the respective label.




Preview

[Zeiler and Fergus 2013]

Low-level
features

Mid-level
features

Visualization of VGG-16 by Lane Mcintosh. VGG-16
architecture from [Simonyan and Zisserman 2014].

VGG-16 Conv1_1

High-level
features

Linearly

—>| separable —

classifier




Already known architectures (e.g. Neocognitron);
so, what changed? BIG DATA & Computing Power (GPUS)

# [Hubel & Wiesel 1962]:
» simple cells detect local features

» complex cells “"pool” the outputs of simple
cells within a retinotopic neighborhood.
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Question /:

- How can we train a
(C)NN for a specific
application of ours?

- Do we need hundreds
thousands of data?

TRANSFER LEARNING

- You do not need big amounts of data

- Many different NNs are available in the
internet / github

- Use an existing trained NN for a
similar/general type of problem and re-
train part of it with your data.



Transfer Learning with CNNs

1. Train on Imagenet
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2. Small Dataset (C classes)
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Donahue et al, “DeCAF: A Deep Convolutioral Activation
Feature for Generic Visual Recagnition”, ICML 2014
Razavian et al, “CNN Features Of'-the-Shelf: An
Astounding Baseline for Recognition”, CVPR Workshops

2014
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3. Bigger dataset

<— Train these

g

With bigger
dataset, train
more layers

> Freeze these

Lower learning rate
when finetuning;
1/10 of original LR

-~

is good starting
point



FC-1000
FC-4096
FC-4096

MaxPool
Conv-512
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More specific

More generic

/

very similar very different
dataset dataset
very little data | Use Linear You're in
Classifier on trouble... Try
top layer linear classifier
from different
stages
quite a lot of Finetune a Finetune a
data few layers larger number
of layers




GENERATIVE ADVERSARIAL NETWORKS

Question &: - Combine two CNNs, trained side by side &
competing against each other

- What are GANs? - One CNN is trained to generate images like the
ones in a training data

- What can we - The other CNN is trained to separate the images

achieve with them? generated by the first CNN from the real images

in the training data

- Eventually the generated images are almost
indistinguishable from real ones

- AND new, real-looking images are generated too!




GAN training

Training set Discriminator
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(Fake) images
generated by
GANSs (by
NVIDIA)




Final Question:

- How can we run ML
experiments and use
the outcomes?

Technical Requirements

Digitization and organization of your data
Definition of scenarios & targets (data
analysis-supervised learning; new data
generation-unsupervised learning;
classification/regression/prediction?)

Use of pretrained ML/DL models; retraining/
adaptation to your data and scenarios

Use of a specific ML/DL infrastructure;
computing resources: local server or cloud.
Testing with different hyper-parameters,
model dimensions, no of training iterations:
auto-ML/Al techniques will assist you
Evaluate results and continue experimenting.



Economic Potential of Artificial Intelligence,
including Machine Learning

The Strategic

Im porta nce * Numerous Benefits: significant positive societal
of Al and economy-wide impacts, increase in
productivity, innovation, growth and job creation

(EU Parliament, 2020)

* Al is expected to underpin $15.7 trillion of global
economic growth by 2030 (14% higher Global
GDP as a result of Al) (PWC, 2017)




4. Eudpunc AAAnAentidpaon
AvBpwrmou Mnyavnc

Software Arti-ficial
Engineering Intelligence
& Adaptive User
e =P interfaces
Human-Computer Other
Interaction disciplines

(psychology,
sociology, ...)



AvBpwTtokevTplkn 2xedilaon

Design
Prototype

The human
activities in the
center of our
design

Evaluate



AvoAutik) MeyaAwv Asdopevwy

Knowledge

Patterns

/

Processed — ..
data \

Data Mining

Interpretation
Evaluation

Preprocessing

Selection



2toxol TnC AvaAuTikng AedopevwyY

Value and Complexity

Act

pisys Prescriptive

Inform

Predictive
Diagnostic

Why did it happen?

What will happen? What shall we do?

29



Industry 4.0 to Society 5.0

Data collection by
sensors & devices

Implementation by
machines & robots

Analysis by Al, ML Accumulation as Big Data




Euduric AAY

Context
Understanding

Input
Sensing

Intent
Prediction

Personalization

Interface
Adaptation




Mnyxavik Malnon kat
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The Landscape of HCI

Literature that uses ML
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Literature clusters
and their topics

Intelligent U, usability
(116 publications)

Ambient intelligence, Internet of things, smart
home/workplace/classroom/city, automation,
persuasive technology, multimodal Ul;

(133 publications)

Recommenders, user modeling, UX, mixed-initiative
systems, crowd-sourced Q&A platforms
(188 publications)

Social network, crowdsourcing, End-user ML,
information retrieval, sensing, sensors
(356 publications)

Artificial intelligence, natural language processing,
information system, knowledge system, cognitive
models, expert system, robotics,

(220 publications)

Search, deep learning
(44 publications)

Emotion, Affective computing, sentiment analysis
(134 publications)
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Machine Learning
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The human and Al black boxes are connected via two
communication channels by Semantic Interaction (SI)

- Explainable Cognitive Intelligence (XCI) provides
information about the human to the Al (2-3)

- Explainable Artificial Intelligence (XAl) provides
information about the Al to the human (4-5)



