


What is HIPEAC?

« HIPEAC is a European Network of Excellence on
High Performance and Embedded Architecture and
Compilation

« Created in 2004, HIPEAC gathers over 370 leading
European academic and industrial computing
system researchers from nearly 140 universities
and 70 companies in one virtual centre of
excellence of 1500 researchers.

COMPILATION Waiie RIS @Lvii=

Coordinator: Prof. Koen De Bosschere (UGent)



HIPEAC mission:

HIPEAC encourages computing innovation in

Europe by providing:

* Collaboration grants, internships, sabbaticals, the
semiannual computing systems week,

e The ACACES summer school, the yearly HIPEAC
conference.




2008 2009 2011

http://www.hipeac.org/vision/

« Electronic and paper version available now

« Paper version:
« Send to the members with the newsletter
_l « Was available at HIPEAC 2015 conference

Editors: Marc Duranton (FR-CEA), Koen de Bosschere (BE-U Gent),
Albert Cohen (FR-INRIA), Jonas Maebe (BE-U Gent), Harm Munk (NL-ASTRON) 4
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Glimpse into the HIiPEAC Vision 2015

For the first time, we have noticed that
the community really starts looking for

disruptive solutions,
and that incrementally improving current
technologies is considered inadequate to

address the challenges that the
computing community faces:

“The End of the World As We Know It”
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The end of Dennard Scaling

Parameter Classic Current
(scale factor = a) Scaling Scaling

Dimensions /a |/a
Voltage /a I
Current /a |/a
Capacitance /a >|/a
Power/Circuit | /a? |/a
Power Density I a
Delay/Circuit |/a ~|

Source: Krisztian Flautner “From niche to mainstream: can critical systems
make the transition?”
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Limitation by power density and dissipation
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Why using several compute cores?

1. Using several cores is also an answer to the
Law of Diminishing Returns [Pollack’ s Rule] :

o Effectiveness per transistor decreases when the size of a
single core is increased, due to the locality of computation

o Controlling a larger core and data transport over a single
larger core is superdinear

o Smaller cores are more efficient in ops/mm?2/W

2. Large area of today’s microprocessors are for
best effort processing and used to cope with
unpredictability (branch prediction,
reordering buffers, instructions, caches).
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Less than 20% of the area for execution units

New SSE4.2 Improved Lock Additional Caching
Instructions Support Hierarchy

L1 Data Cache L2 Cache
& Interrupt
Execution Servicing
Units
Memory Ordering
& Execution Paging
Improved
Branch Prediction Loop
Out-of-Order Instruction Streaming
Scheduling & Decode &
Retirement Microcode Instruction Fetch
& L1 Cache
Simultaneous - Better Branch
Multi-Threading Prediction

Source: Dan Connors, “OpenCL and CUDA Programming for Multicore and GPU
Architectures» ACACES 2011
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(thousands)

Single-thread
Performance
(SpeciINT)

Frequency
(MHz)

Typical Power
(Watts)

Number of
- Cores

1975 1980 1985 1990 1995 2000 2005 2010 2015

Source from C Moore, « Data Processing in ExaScale-Class
Computer Systems », Salishan, April 2011 14



Power limits the active silicon area
=> more efficient specialized units

Node
#Transistors scaling

Peak Freq. scaling

Power scaling:

@peak freq

100% 7
Exploitable :
silicon |

power = (power 1 transistor) x (#transistors used)

e Won't be able to use all EE Times

transistors simultaneously

2
%
-
&
S
2
=
:
O
3
g
g
O
£
w

EE Tmes Lamsi Naws

Brussals, Nov. 2009

® Serious problem for many-cores... Sl aidiia R

on a chip
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Specialization leads to more efficiency

1690 pJ/tlop 40 p op
CPU 1690 pJ
GPU 140 pJ
Fixed function 10 pJ

- pEE S=ue
b g s o i

—% Source from Bill Dally (nVidia) « Challenges for Future Computing Systems »
HIPEAC conference 2015 16
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Potential other optimizations

IT',perunit =CV I + TchI
Average power, peak power, power density, energy-delay, ...

peak +

V IIeak

CIRCUITS

ﬂoltage scaling/islands \

» Clock gating/routing

Clock-tree distribution, half-swing clocks

» Redesigned latches/flip-flops

pin-ordering, gate restructuring, topology
restructuring, balanced delay paths, optimized bit
transactions

» Redesigned memory cells

Low-power SRAM cells, reduced bit-line swing,
multi-Vt, bit line/word line isolation/segmentation

» Other optimizations

Transistor resizing, GALS, low-power logic

ARCHITECTURE

a3 Voltage/freq scaling )
» Gating
Pipeline, clock, functional units,
branch prediction, data path
* Split instrucn windows

QSMT thread throttling

/« Bank partitioning

» Cache redesign
Sequential, MRU, hash-rehash,
column-associative, filter cache, sub-
banking, divided word line, block
buffers, multi-divided module, scratch

* Low-power states

4
-

COMPILER, OS, APPLICATION

(o Switching control 2
Register relabeling, operand swapping,
instruction scheduling

» Memory access reduce

Locality optimizations, register allocation

\s DRAM refresh-control /

» Switching control

Gray, bus-invert, address-increment
* Code compression
+ Data packing/buffering

\*» Power-mode-control  /

K CPU/resource schedu@
» Memory/disk control

Disk spinning, page allocation, memory
mapping, memory bank control

* Networking

Power-aware routing, proximity-based
routing, balancing hop count, ...

» Distributed computing

Mobile agents placement, network-driven
computation /

« Fidelity control B
* Dynamic data types
 Power AP y

Source: P. Ranganathan, “System architectures for servers and datacenters »

ACACES 2011
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450

elecom Core Network

350 Servers/Data Center

1 Mobile phones

s
3
-
£

300 -
,§ ¥ Broadband Modems
Q
§ 250 B Fax Machines
§ 1 Smart Phones
z 200 M DECT Phones
o
'g M Set-Top-Boxes
L]
] M VHS/DVD Player
= 150 . .
g Tel evision B Audio Systems
< 100 M Televisions

B Imaging Equipment

B Mobile Devices

50

PCs and
displays

B Computer/Monitors
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
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Source: European Commission DG INFSO, Impact of Informa9on and Communica9on Technologies on Energy Efficiency, final report, 2008




Cost of moving data
The High Cost of Data Movement

.
>

64-bit DP __| DRAM

256-bit Efficient
buses S00pa( ] off-chip link

256-bit access /

8 kB SRAM

Source: Bill Dally, « To ExaScale and Beyond »

www.nvidia.com/content/PDF/sc 2010/theater/Dall



http://www.nvidia.com/content/PDF/sc_2010/theater/Dally_SC10.pdf

Performances of SRAM hardly increase

I T N e L

Density 150 F? 2ti7 F? ti00 F2 450 F?
SRAM DENSITY -16nm vs 28nm

s 16nm Mb/mm2 s 28nm Mbimm2

T
st x|.6
L
=

3 O, SIS, X, . T, R L. TR, N . B . L S L SRR AT . . T R
S 2888833833883 38B3382388338238 83

o ~ © o (o] D = e q N ) o W w e

™ T ™ ™ © -  © - ¢ - -
F

requency - MHz

[ Memory density at 1500MHz and above scales by ~1.1x or less from 28nm to 16nm ]

© 2014 [EEE
International Solid-State Circults Conference 8.1: Mamory and Systam Archirscrird Mr 400GLvs Networking and Beyond 17or21

Source: Joel Hruska, « Stop obsessing over transistor counts: It's a terrible way of

comparing chips », http://www.extremetech.com 25



http://www.extremetech.com/

100% -
”9/. -]
80% -

70%
60%
50% A 5%

40% - i Imﬁ

0% =

20% - [l.m ll!i%.l
10% - . H
0% - : . ; , . ;

1999 2000 2008 2008 2010* 2012* 2015 2018*

Percent of Area

B % Arca New Logie @ % Area Reused Logic @ % Area Memory

Fig 3.To compress design schedule time, designers often reuse earlier design blocks and use third party IP. It
is very rare that a new chip featuring billions of transistors is designed completely from scratch. Generally,
most of a new design’s transistors are used to form memories or functions derived from similar functions

implemented in earlier designs. (Source: Semico Research Corporation, Study Number SC103-10, October 2010)
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Flash scalini also hits limits

»| Over 30nm |« ol Over 30nm |

== Over 30nm a
Q1. Why so difficult 2.\ e RV A 5T

* Cell to Cell Interference
* Patterning

Q2. 3D V-NAND Can Solve ?

e At 20nm, about 70e- stored
« Vinot ok for multilevel storage

z FlashMemory



http://www.anandtech.com/show/7237/samsungs-vnand-hitting-the-reset-button-on-nand-scaling

The future will be non volatile memories

But still in development and which technology
will be the winner?

FeRAM | RRAM | Magnetic | PRAM STT
field write MRAM
MRAM
Non-volatile Y Y Y Y Y
Mezzmory cell factor| 16-32 4-6 16-32 5-8 5-7
(F")
Read time (ns) 20-50 10-20 3-20 5-20 3-15
Write/erase time (ns) 50 20 10-20 >30 3-15
Number of rewrites 10™ 10° 10" min 10 [ 10" min
Power consumption | Low Low Somewhat Low Low
at write high
Required input [ 2-3 1.2 3 1.5-3 1.5
voltage (V)

From Coughlin Associates
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The cost per transistors: is: not
decreasing anymore

Shrinking chips
Number and length of transistors bought per $

20nm

16nm
2014* 2015%

* Forecast Source: Linley Group

130nm

2004

Nanometres (nm)

tio

2002



140
120
100 SoC Software

80

$ MILLIONS

60
Design and
.| Verification

Implementation &
| Manufacturing

40

Cost (§M)

20

-

S0nm 65nm 45rm 3Znm 22nm

Scurce Intermationsl Besiness Strategus, Ine (Los Gascs, CA)

SoC Development Costs have Soared from $20 Million at 90nm to
Over $100 Million at 32 nm

Rock’s law: cost of IC plant doubles every 4 years
° Reaching 10th or 100t of $ Billions...

til



“Main drives in compuAng”

High Performance Computing
o -

Vi I .
1946 1965 2012 2015
ENIAC, vacuum tube computer, General Electric GE6ti5, Bull B510, 10K cores, Tianhe-2 (MilkyWay-2): Intel
5KOPS, 150KW 4 processors, 2 MIPS 4TeraBytes RAM, 200 TFlops Xeon E5-2692 12C 2.200GHz,

Intel Xeon Phi tilS1P, ti.12M
cores, 1,024 TB RAM, 50
PFlops, 17,8 MW




$$ = Fuel of innovation?
HPC: not anymore a drive for component developments

Similar to

1970
: components
2010 9
Serve ow to get

specific
components for

HPC?
[ ] .
Laptops
Micro AU Minimum
! Smartphones / ;
controllers Tablets reuse
Dedicated
SoC

Energy
challenge

titi
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Specialization with interposer

Memory

=] ower cost:

* Improved yield
 Reduced NRE
== ower energy:
* Heterogeneity

* Shorter wires
e Photonic ready Energy efficiency A

ti4
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Many cores: technology to reduce energy
consumption and cost

Traditional Chip Multiples small dies
Large 1C with maximum Small dies stacked on a large interposer
integration @
000000
. Ll
1 die
ln N
5000 $ wafer cost N E
: » ©
89 dies of 6 cm? S
20% vyield AR 3
—>>281 $ die cost > Chiplets: Interposer:
‘s 5000 $ wafer cost 500 $ wafer cost
o 714 dies of 0.9 cm? 14 dies of 25 cm2
© 80% vyield 98% vyield
8 >28.75 $ die cost *i6.44 $ die cost
(&)
—>>281 $ die cost ,ﬂ:_’ 2255 $ total die cost
© ) .
IC cost" 95% final test yield @ | 90% final test yield
3296 $ IC cost —=>>284 $ tiD-IC cost
% 2 GFLOPS/W More energy efficiency 10 GFLOPS/W

* test and package costs are not included but considered equal for both technologies in this exercisetjg



Together...

Electrons for compute

Electrons like to interact; easily moved; interaction needed for compute

+ lons for storage

lons like to interact; stay put; good for storage

+ Photons to communicate

Photons don't like to interact or stay put; good for long-distances

See the presentation on “The Machine” from HP

Courtesy: Jouppi2011 @

Source: P Ranganathan, “Saving the world together, one server at a time...” ACACES 2011
ti6




Software cost Is rapidly increasing

350
300
Valid ation
250
200 Prototype
s
<7
2
o 150
Physical
100 Architecture ~
50 Sk
o = : 1
85nm 45/40nm 28nm 20nm 16/14nm
(Q0M) (1320M) (180M) (2490M) (310M)

Feature Dimension (Transstor Count)
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Parallelismiand specializaAonare not
™ forfree...

Frequency limit

=>»Xarallelism

Energy efficiency
=>Dheterogeneity

ti8



Parallelism and specializaAon are not
™ for free...

Frequency limit
=>»Xarallelism Ease of.
Energy efficiency programming

=>Dheterogeneity

ti9



Managing complexity....

“Nontrivial software written with
threads, semaphore, and mutexes Is
iIncomprehensible by humans”

Edward A. Lee

The future of embedded software
ARTEMIS 2006

% Parallelism seems to be too complex

for humans?
40



Time to think differently?

eApproximate computing
«Probabilistic CMOS

«Neuromorphic computing

Declarative Programming

eDeclarative programming

oGraphene

s “SpinONC prERRLE
i ‘ \\\\\\
eQuantum... .4 & & §



Time to think differently?

o Approxtmate- computing
oProbablilistic CMOS

«Neuromorphic computing

Declarative Programming

eDeclarative programming

oGraphene

% eSpintronic 2 .. ‘ : ~
i ‘ \\\\\\
eQuantum... ~ .48
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Time to think differently?

eAdequate computing
oProbabilistic CMOS

«Neuromorphic computing

Declarative Programming

eDeclarative programming

oGraphene

% eSpintronic 2 .. ‘ : ~
i ‘ \\\\\\
eQuantum... ~ .48
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We are entering a transition period...

Scaling without Technology Help

PERFORM ANCE/COST (LOG)

80s 80s 00s 105 205 30s 405

[Hill & Kozyrakis "12]
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HiPEAC Vision 2015

HIGH PERFORMANCE AND EMBEDDED ARCHITECTURE AND COMPILATION

Editorial board: Marc Duranton,
Koen De Bosschere, Albert Cohen,

Jonas Maebe, Harm Munk -

T http://www.hipeac.org/vision
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